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## Abstract

For many NP-hard problems, the analysis of best-known approximation algorithms yield "poor" worst-case guarantees. However, using various heuristics, the problems can be solved (to some extent) in real-life instances. This success can be attributed to the atypicality of worst-case instances in real life, and therefore motivates studying the problem in "easier" instances. Analyzing the problem in Planted solution models and Semi-random models is one such systematic approach along these lines.

In this thesis, we study planted solution models and semi-random models for various graph problems. Given a graph $G$ with $n$ vertices, we consider the task of finding the largest induced subgraph of $G$ with a particular structure. We start by studying the problem where the particular structure is a planar graph. Next, we look at the Odd Cycle Transversal problem or equivalently the problem of finding the largest induced bipartite subgraph. Finally, we study the problem of finding the largest independent set in $r$-uniform hypergraphs. All these problems are NP-hard and have abysmal worst-case approximation guarantees.

An instance of a planted solution model is constructed by starting with a set of vertices $V$, and choosing a set $S \subseteq V$ of $k$ vertices and adding a particular structure on it. Edges between pairs of vertices in $S \times(V \backslash S)$ and $(V \backslash S) \times(V \backslash S)$ are added independently with probability $p$. The algorithmic task then is to recover this planted structure. As a special case for all these problems, when the planted structure is an empty graph, the problem reduces to recovering a planted independent set and we don't expect efficient recovery algorithms for $k=o(\sqrt{n})$.

For the problem of finding the largest induced bipartite subgraph, we give an exact recovery algorithm that works for $k=\Omega_{p}(\sqrt{n \log n})$. For the problem of finding maximum independent set in $r$-uniform hypergraphs, we give an algorithm which works for $k=\Omega_{p, \varepsilon}\left(n^{(r-1) /(r-0.5)}\right)$ and returns an independent set of size $(1-\varepsilon) k$. Our results also hold for a natural semi-random model of instances inspired by Feige and Kilian [FK01] model. Our algorithms are based on analyzing continuous relaxations of these problems. We employ techniques from Spectral Graph Theory, Convex Optimization (Linear Programs (LP's) and Semi-Definite Programs (SDP's) relaxations), and Lasserre/Sum-of-Squares hierarchy strengthening of convex relaxations.
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## Chapter 1

## Introduction

### 1.1 Beyond Worst-Case Analysis

The traditional worst-case analysis paradigm has various shortcomings. Many optimization problems turn out to be NP-hard in this paradigm. Further, they have "poor" approximation guarantees for the worst-case instances of the problem. However, in practice, many heuristics exist that solve the problem (to some extent) in real-life instances. One could attribute this success to the atypicality of the worst-case instances. This motivates new paradigms for analysis which can give improved guarantees for "easier" instances of the problem.

In an effort to better understand the complexity of various computationally intractable problems, a lot of work is focused on special cases of the problem. However, a more systematic approach is to characterize "easier" instances of the problem and attempt to show that such a characterization holds for real-world instances. There have been various frameworks proposed for studying such "easier" instances as paramterized algorithms, perturbation resilient instances, smoothed analysis etc.

In the area of parameterized algorithms, we analyze algorithms with an additional parameter $k$ other than the input size $n$. We then attempt to show that the problem can be solved exactly in $f(k) n^{\mathcal{O}(1)}$ running time (called fixed parameter tractable). A useful parameter in graph problems is treewidth ${ }^{1}$, and many NP-hard problems admit a polynomial-time solution in constant treewidth graphs [Bod88, AP89, FLS $\left.{ }^{+} 18\right]$. Another approach is to look at the optimal solution as being resilient to a small perturbation in the input instances. For graph problems, one such widely used notion of perturbation resilience is Bilu-Linial stability [BL12]. In a $\gamma$-stable instance, we require that the edge weights can be scaled by a factor of $\gamma$ and

[^0]this perturbed instance still has the same optimal solution ${ }^{2}$. In the work [MMV14a], they show that for $\mathcal{O}(\sqrt{\log n} \log \log n)$ stable instances of the MAX-CUT problem, a standard SDP relaxation is integral. They also give an LP relaxation which is exact for 4 -stable instances of min multiway cut problem.

Another notion of worst case analysis is that of smoothed analysis where one starts with a worst-case instance of a problem and considers bounded random perturbations to the input instance. Spielman and Tang [ST01] analyzed the simplex algorithm and argue its effectiveness under this analysis framework. In a recent work, Makarychev and Makarychev [MM20] extend the notion of smoothed analysis by defining a notion of certified algorithms. In certified algorithms, they allow an input instance to perturb itself (need not be bounded and random), and the algorithm returns an optimal solution (certificate) to the perturbed instance.

Another systematic approach (this is the one we consider in this thesis) is to study the problem in various random and semi-random models. Here, one starts with solving the problem for random instances (for graph problems, this is often $G_{n, p}$ Erdős-Rényi graphs). In an ErdősRényi graph, for each pair of vertices, an edge is added independently with probability $p$. The analysis in random instances is often much simpler, and one can give algorithms with "good" approximation guarantees. As a running example, we consider the largest independent set/clique problem. The worst-case instance of the problem has an inapproximability result of $n^{1-\varepsilon}$ for any $\varepsilon>0$. However in $G_{n, p}$ model, the size of largest clique can be shown to be close to $(2 \pm o(1)) \log _{1 /(1-p)} n$ with high probability. A simple greedy algorithm [GM75], which considers vertices in an arbitrary order and tries to add them to "clique so far", can be analyzed to show that it gives a 2-approximation with high probability ${ }^{3}$. Curiously, improving upon this factor of 2 is a major open problem [Rou21].

The next goal in this direction is to plant a solution that is "clearly optimal" in an ambient random graph and then given an algorithm to recover this planted solution. We, therefore, build towards the worst-case instances of the problem by progressively weakening our assumptions. This is called planted solution model or random planted model. In the planted clique/independent set problem we plant a clique/independent set of size $k$ in an otherwise random $G_{n, p}$ graph. By planting a clique we mean that the we select an arbitrary set of vertices $S$ and add an edge between every pair of vertices in $S \times S$. The work [AKS98] presents an algorithm, which, given a graph $G \sim \mathcal{G}_{n, 1 / 2}$ with a planted clique/independent set of size $k$, recovers the planted clique when $k>c_{1} \sqrt{n}$ (where $c_{1}$ is a constant). Such planted solution

[^1]models have been studied in the context of other problems as well. We study our problems in a similar planted solution model defined as follows.

Definition 1.1 (Planted solution model) Given $n, k, p$, our graph with planted structure is constructed as follows,

1. Let $V$ be a set of $n$ vertices. Fix an arbitrary subset $S \subset V$ such that $|S|=k$.
2. Add edges arbitrarily in the graph induced by $S$ such that it has the planted structure.
3. For each pair of vertices in $S \times(V \backslash S)$, add an edge independently with probability $p$.
4. For each pair of vertices in $(V \backslash S) \times(V \backslash S)$, add an edge independently with probability $p$.
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Figure 1.1: Planted solution model Definition 1.1 (left) and Algorithm's view (right).

These models, however, are not realistic since real-world graphs are not random. The algorithms developed in such models are not robust and have little hope of generalizing to realworld instances. Models stronger than planted solution models have also been considered for the clique problem. A key idea towards making these models robust was proposed by Blum and Spencer [BS95], which is to allow an adversary to modify the graph. The adversary's actions have to be limited since otherwise, it can convert the graph to a worst-case instance of the problem. A reasonable assumption is that the adversary should respect the planted solution. This is accomplished by allowing only monotone adversaries, which can either add or delete edges but not both. At the outset, these may seem to be more like allies, but the analysis for algorithms based on degree concentration [Kuc95] and spectral algorithms [AKS98] is not
known to work under presence of such adversaries. In this way, such adversaries encourage the design of robust algorithms that could generalize to real-world instances. For the independent set problem, the work [FK00] showed independent set can still be recovered for $k=\Omega(\sqrt{n})$ under the presence of a certain kind of an adversary. However, this now requires to appeal to the power of semidefinite programming (SDP). The [FK00] model also called as the sandwich model, is one such adversarial model and is defined as,

Definition 1.2 (Sandwich model) Given $n, k, p$, our graph with planted structure is constructed as follows,

1. Let $V$ be a set of $n$ vertices. Fix an arbitrary subset $S \subset V$ such that $|S|=k$.
2. Add edges arbitrarily in the graph induced by $S$ such that it has the planted structure.
3. For each pair of vertices in $S \times(V \backslash S)$, add an edge independently with probability $p$.
4. For each pair of vertices in $(V \backslash S) \times(V \backslash S)$, add an edge independently with probability $p$.
5. Allow a monotone adversary to add edges between pairs of vertices in $(V \backslash S) \times(V \backslash S)$ and $S \times(V \backslash S)$.

The action of monotone adversary has to be defined appropriately such that the planted solution remains optimal, e.g., for the independent set problem, the monotone adversary is only allowed to add edges.

The work [FK01] introduced a strong semi-random model (referred to as the Fiege and Kilian model), and gave recovery algorithms for various problems in this model.

Definition 1.3 (Feige-Kilian [FK01] model) Given $n, k, p$, our graph with planted structure is constructed as follows,

1. Let $V$ be a set of $n$ vertices. Fix an arbitrary subset $S \subset V$ such that $|S|=k$.
2. Add edges arbitrarily in the graph induced by $S$ such that it has the planted structure.
3. For each pair of vertices in $S \times(V \backslash S)$, add an edge independently with probability $p$.
4. Allow a monotone adversary to add edges between pairs of vertices in $(V \backslash S) \times(V \backslash S)$ and $S \times(V \backslash S)$.


Figure 1.2: Constructing [FK01] model for Independent set problem.

The key point to note here is that $(V \backslash S) \times(V \backslash S)$, a large portion of the graph, is entirely under the control of an adversary. In fact, the way we have defined recovery, it is informationtheoretically impossible to recover the planted structure for $k \leq n / 2$. However, as we will see, for $k=o(n)$ we can still solve the problem by some weak and reasonable assumptions on $V \backslash S$ or by relaxing our notion of recovery. The work [MMT20] shows that one can recover the planted clique for $k=\Omega_{p}\left(n^{2 / 3}\right)^{4}$ where they relax the notion of recovery and allow an algorithm to output $n$ independent sets instead of one, and give high probability guarantees that at least one of them is the planted set. We also study our problems (discussed in Section 1.3) in [FK01] model and semi-random models inspired by the [FK01] model.

For planted cliques, a lot of work has been done in the special case of $p=1 / 2$. However, people have studied other problems such as the planted bisection problems [FK01], and exact recovery problems in SBM [ABH16] in $p=o(1)$ regimes. Therefore, for the problems we consider, we also aim to solve in $p=o(1)$ regimes. We refer to the book [Rou21] for a more detailed discussion of these models in the context of other problems like planted clique, planted bisection, $k$-coloring, Stochastic Block Models, and Matrix completion problems.

### 1.2 Graph problems in semi-random models

A wide variety of random graph models and their relaxations have been a rich source of algorithmic problems on graphs.

Coloring problems: Alon and Kahale [AK97] sharpened the results of Blum and Spencer [BS95] and gave algorithms that recover a planted 3-coloring in a natural family of random 3-

[^2]colorable instances. The work [FK01] combines the SDP from [AK97] with hyperplane rounding and solves the problem for $k$-colorable graphs (where $k$ is a constant) and a large range of $p$ in the [FK01] model. The work [CO07] extends this to $k=\mathcal{O}(\sqrt{n})$ and a large range of $p$ in a similar semi-random model. The work [KLT17] showed how to recover a 3 -coloring when the input graph is pseudorandom (has some mild expansion properties) and is known to admit a random like 3-coloring. In the work [DF16], they propose a hosted coloring framework which generalizes other semi-random models by considering random/adversarial choices for the host graph and planted solution. They extend the [AK97] algorithm to work even when the host graph is a $d$-regular expander graph.

Independent set/planted clique problem: The Feige-Kilian model [FK01] is one of the strongest semi-random models. In [FK01], they also give recovery algorithms for planted clique, planted $k$-colorable, and planted bisection problem in this model. In [MMT20], they give a recovery algorithm for the independent set problem for $k=\Omega_{p}\left(n^{2 / 3}\right)$ and large range of $p$. The work [KLP21] generalizes these results to $r$-uniform hypergraphs for $k=\Omega_{p}\left(n^{(r-1) /(r-0.5)}\right)$ and a large range of $p$ in this model.

Graph partitioning problems: There are other works that study graph partitioning problems in various random and semi-random models. Recovering $k$ planted clusters/communities in a random graph is a popular graph partitioning model also called Stochastic Block Models (SBM). Starting from the work [HLL83], there has been a large body of work studying algorithms for these models [Bop87, SN97, MNS12, ABH16, CZ20], to state a few. For $k=2$, the problem is known as planted bisection model, which was also studied in the work [FK01] in a semi-random model.

The works [MMV12, MMV14b] study a variety of graph partitioning problems such as Multi cut, Sparsest cut, Balanced cut, Uncut, and Small Set Expansion in a semi-random model equivalent to the [FK01] model. They also give bi-criteria approximation algorithms for a large range of parameters. The works by Louis and Venkat [LV18, LV19] study the problem of balanced vertex expansion and balanced $k$-way edge expansion in semi-random models.

Densest $k$-subgraph problem A host of work has been done in various random and semirandom models for the more general densest $k$-subgraph problem. The works by Hajek, Wu, and Xu [HWX16a, HWX16b, HWX16c] study the problem when the planted dense subgraph is random and gives algorithms (in some range of parameters) for exact recovery using SDP relaxations. They complement these results by providing information-theoretic limits for regimes where recovery is impossible. The work by $\left[\mathrm{BCC}^{+} 10\right]$ studies this problem when the planted graph is arbitrary. They analyze an SDP-based method to distinguish the dense graphs from
the family of $G_{n, p}$ graphs when $k \geq \sqrt{n}$. The work [KL20] studies the problem of $d$-regular densest $k$-subgraph in some semi-random model and gives a partial recovery algorithm for some regimes of $d, k, n, p$.

### 1.3 Our Contributions

In this thesis, we study three problems where the task is of finding the largest induced subgraph in a given graph. We study these problems in planted solution model, sandwich model and semirandom models.

## - Largest induced planar subgraph problem

Given a graph $G=(V, E)$, the problem asks to find the largest induced planar subgraph of $G$. We study this problem in the planted solution model constructed as per Definition 1.1 where the planted structure is an arbitrary planar graph. We give an algorithm which returns a list of $n^{\mathcal{O}(1 / p)}$ sets, one of which is exactly the planted planar graph in this model for $k=\Omega_{p}(\sqrt{n})$.

## - Odd Cycle Transversal (largest induced bipartite subgraph) problem

Given a graph $G=(V, E)$, the problem asks to find the largest induced bipartite subgraph of $G$. We start by studying the problem in planted solution model as per Definition 1.1 where the planted structure is a $d$-regular balanced bipartite subgraph. For $k=\Omega_{p}(\sqrt{n})$ and a large range of $p$, we give an algorithm that recovers the planted bipartite graph exactly w.h.p. The running time of this algorithm is exponential in the number of small eigenvalues (smaller than $-d / 2+2 \sqrt{n}$ ) of the adjacency matrix of the graph induced on $S$.

For many special classes of instances such as, (i) when the probability $p=\Omega(1)$, (ii) when the planted graph is a complete bipartite graph (this is called the balanced biclique problem), (iii) when the planted bipartite graph is random or (iv) more generally when the planted graph is a d-regular expander graph; the number of these small eigenvalues is a constant. Therefore, this already gives us a polynomial-time algorithm.

However, we attempt to develop an algorithm for an arbitrary $d$-regular bipartite graph in a semi-random model inspired by the [FK01] model. Our semi-random model (refer Chapter 3 for details) also captures the sandwich model and the planted solution model. For $k=\Omega_{p}(\sqrt{n \log n})$ and a large range of $p$, we give a polynomial time algorithm that recovers the planted bipartite graph exactly w.h.p.

## - Maximum independent set in $r$-uniform hypergraphs

Given a $r$-uniform hypergraph, the problem asks to find the largest independent set (a set where no hyperedge is completely contained inside the set). We study the problem in [FK01] model with the notion of recovery as per [MMT20] where they output an independent set of size $(1-\varepsilon) k$ for any $\varepsilon \in(0,1)$. For $k=\Omega_{p}\left(\frac{n^{(r-1) /(r-0.5)}}{\varepsilon^{1 /(r-0.5)}}\right)$ and a large range of $p$, we give a polynomial time algorithm that outputs an independent set of size $(1-\varepsilon) k$ w.h.p. The result here is the generalization of analogous results for graphs given by [MMT20].

We note that for all these problems, the worst-case instance of the problem is NP-hard. This follows from a seminal result by [Yan78], which shows that for a broad class of graph problems that have a structure which is hereditary on induced subgraphs; the problem of finding such a structure is NP-Complete. A graph property is called hereditary if it is inherited by all induced subgraphs. Therefore, planarity, bipartiteness, and independent set are hereditary properties, and hence the respective problems are NP-hard. We discuss further intractability for these problems in relevant chapters.

We note that as a special case to these problems when the planted structure is an empty graph $^{5}$ (has no edges), the problem reduces to recovering a planted independent set and we do not expect efficient algorithms for $k=o(\sqrt{n})$ due to $\left[\mathrm{FGR}^{+} 13, \mathrm{BHK}^{+} 16\right]$.

### 1.4 Organisation

In Chapter 2, we provide relevant background on various techniques used in this thesis. In Chapter 3, we study the Odd Cycle Transversal or equivalently the largest induced bipartite subgraph problem in planted solution model, sandwich model and a semi-random model inspired by [FK01]. Chapter 4 discusses the problem of finding the largest independent set in $r$-uniform hypergraphs where the hypergraph is constructed as per [FK01] model. In Chapter 5, we discuss the problem of the largest induced planar subgraph and study it in the planted solution model. Finally, we conclude with some open problems in Chapter 6.

[^3]
## Chapter 2

## Preliminaries

In this chapter, we give a brief discussion on the tools typically used for tackling problems in this area. We start with establishing the notation in Section 2.1 and some relevant facts from linear algebra and probability in Section 2.2. In Section 2.3, we present some fundamental results in the Perturbation Theory of matrices. We will focus on symmetric matrices since the adjacency matrix arising out of graphs ${ }^{1}$ we study are symmetric. Also, we will mention some fundamental results for random matrices. In Section 2.4, we touch upon various aspects of Semidefinite programs. We discuss how an SDP relaxation is related to a vector relaxation of the program, also called the Vector program (VP). We give another viewpoint of SDP as an LP trying to enforce moment constraints, and this viewpoint can be generalized to higher degree terms and thus achieving higher-order SDP relaxation. This is known as the Lasserre/Sum-ofsquares(SOS) hierarchy relaxation, and we discuss it in its own right in Section 2.4.3.

We note that the discussion of these topics is not comprehensive and is only intended to aid understanding of the usage of these tools in upcoming chapters. For a detailed and more exhaustive discussion on these topics, we refer the reader to standard textbooks in respective areas. Our treatment in this chapter for Perturbation Theory is based on the book [Ver18], for SDP is based on the books [BV04, WS11], and for Lasserre/SOS hierarchy, we refer to the survey [Rot13] and the monograph [FKP19]. We start with the following notation used throughout this thesis.

### 2.1 Notation

- $[M]_{n \times n}$ denotes a matrix $M$ of size $n \times n$. For some set of indices $R_{1}, R_{2} \subseteq[n], M_{R_{1} \times R_{2}}$ denotes a matrix of size $n \times n$ constructed out of matrix $M$ of size $n \times n$ by copying the

[^4]entries for $(i, j) \in R_{1} \times R_{2}$ and setting rest of the entries to be 0 .

- $\left.M\right|_{R_{1} \times R_{2}}$ denotes the matrix of size $\left|R_{1}\right| \times\left|R_{2}\right|$ constructed from a matrix $M$ of size $n \times n$ by taking rows corresponding to $R_{1}$ and columns corresponding to $R_{2}$.
- $E(U, V)$ for some sets $U, V$ denotes the set of edges going between the sets $U$ and $V$.
- $N(i)$ denotes the set of vertices in the neighborhood of the vertex $i$.
- All vectors are denoted with a bold typeface.
- For vectors $\mathbf{x}, \mathbf{y}$ when we say $\mathbf{x} \geq \mathbf{y}$ we mean entry wise $x_{i} \geq y_{i}$.
- $\mathbb{1}$ denotes a vector which has 1 in all it's entries and $\mathbb{1}_{S}$ denotes the support/indicator vector where the $i^{t h}$ is 1 for $i \in S$ and 0 otherwise.
- For any matrix $A$, the eigenvalues of $A$ are ordered as $\lambda_{1}(A) \leq \lambda_{2}(A) \leq \ldots \leq \lambda_{n}(A)$. We will drop the matrix $A$ when it is clear from the context. Also the eigenvectors denoted as $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}$ will assumed to be sorted by their corresponding eigenvalue.
- $\langle A, B\rangle$ is denotes the standard inner product of two matrices of same size $A_{n \times n}$ and $B_{n \times n}$ and $\langle A, B\rangle=\sum_{1 \leq i, j \leq n} A_{i j} B_{i j}$.


### 2.2 Linear Algebra and Probability

We state a few useful facts from Linear Algebra and probability that will be useful to review for upcoming chapters of this thesis.

### 2.2.1 Linear Algebraic Facts

Fact 2.1 (Variational characterstic of eigenvalues) For a given symmetric matrix $[A]_{n \times n}$,

$$
\lambda_{1}=\min _{\mathbf{x} \in \mathbb{R}^{n}} \frac{\mathbf{x}^{T} A \mathbf{x}}{\mathbf{x}^{T} \mathbf{x}} \text { and } \lambda_{n}=\max _{\mathbf{x} \in \mathbb{R}^{n}} \frac{\mathbf{x}^{T} A \mathbf{x}}{\mathbf{x}^{T} \mathbf{x}}
$$

The term $\left(\mathbf{x}^{T} A \mathbf{x}\right) / \mathbf{x}^{T} \mathbf{x}$ is also called the Rayleigh quotient of a vector $\mathbf{x}$ with matrix $A$. The spectral norm of a matrix (denote by $\|A\|_{2}$ ) is defined as,

$$
\|A\|_{2}=\max _{\mathbf{x} \neq 0} \frac{\|A \mathbf{x}\|}{\|\mathbf{x}\|}=\max \left\{\left|\lambda_{1}\right|,\left|\lambda_{n}\right|\right\}
$$

### 2.2.2 Probabilistic Inequalities

Fact 2.2 (Hoeffding Bound, Theorem 4.14 - [MU17]) Let $X_{1}, \ldots, X_{n}$ be independent random variables with $\mathbb{E}\left[X_{i}\right]=\mu_{i}$ and $\mathbb{P}\left[a_{i} \leq X_{i} \leq b_{i}\right]=1$ for constants $a_{i}$ and $b_{i}$. Then,

$$
\mathbb{P}\left[\left|\sum_{i=1}^{n} X_{i}-\sum_{i=1}^{n} \mu_{i}\right| \geq \varepsilon\right] \leq 2 \exp \left(\frac{-2 \varepsilon^{2}}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}\right)
$$

Fact 2.3 (Chernoff bound (Multiplicative); Theorem 4.4 (Part 2) - [MU17]) Consider $X_{1}, X_{2}, \ldots, X_{n}$ be i.i.d. bernoulli variables such that $\mu=\mathbb{E}\left[\sum_{i=1}^{n} X_{i}\right]$. Then for any $\delta \in(0,1)$,

$$
\mathbb{P}\left[\sum_{i=1}^{n} X_{i} \leq(1-\delta) \mu\right] \leq \exp \left(-\frac{\mu \delta^{2}}{2}\right)
$$

### 2.3 Perturbation Theory

Given two symmetric matrices $A$ and $B$, a fundamental result which is considered as a triangle inequality for matrices, relates the eigenvalues of $A$ and $A+B$ as,

Fact 2.4 (Weyl's inequality) Let $A$ and $B$ be $n \times n$ symmetric matrices with eigenvalues denoted by $\lambda_{1}(A), \ldots, \lambda_{n}(A)$ and $\lambda_{1}(B), \ldots, \lambda_{n}(B)$ respectively, then the eigenvalues of $A+B$ (denoted by $\left.\lambda_{i}(A+B), \forall i \in[n]\right)$ are bounded as,

$$
\lambda_{i}(A)+\lambda_{1}(B) \leq \lambda_{i}(A+B) \leq \lambda_{i}(A)+\lambda_{n}(B)
$$

However, often it is of more interest as how the eigenvectors of $A$ behave under the effect of a perturbing matrix ${ }^{2} B$. This can be studied using the framework of the Davis-Kahan theorem, originally proved in the work [DK70]; however, we will use the version presented in Theorem 4.5.5 in [Ver18].

Fact 2.5 (Davis-Kahan Theorem) Let $A$ be an $n \times n$ symmetric matrix with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$ and eigenvectors $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}$ respectively. Let $B$ be another $n \times n$ symmetric matrix. Consider $M=A+B$ and let it's eigenvectors be $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$ respectively. Let $\theta_{i}$ be the smaller angle between the vectors $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$ then,

$$
\sin \theta_{i} \leq \frac{2\|B\|}{\min _{j \neq i}\left|\lambda_{i}-\lambda_{j}\right|}
$$

[^5]For our model in Definition 1.1, we can express it's adjacency matrix $A$ as,

$$
\begin{array}{rlr}
A & =A_{S \times S}+\left(A-A_{S \times S}\right) \\
& \left.=A_{S \times S}+\mathbb{E}\left[A-A_{S \times S}\right]+R \quad \text { ( We define } R_{i j}=A_{i j}-\mathbb{E}\left[A_{i j}\right]\right) \\
& =A_{S \times S}+p\left(\mathbb{1}^{T}-\mathbb{1}_{S} \mathbb{1}_{S}^{T}\right)+R & \tag{2.1}
\end{array}
$$

where $A_{S \times S}$ represents the matrix corresponding to the planted graph. The term $p\left(\mathbb{1} \mathbb{1}^{T}-\mathbb{1}_{S} \mathbb{1}_{S}^{T}\right)$ is the expected adjacency matrix corresponding to $A-A_{S \times S}$, since in our model we have an edge independently with probability $p$. The way we define $R$ in eq. (2.1), it's a perturbation matrix for the matrix corresponding to the random part of graph. Since our other models (discussed in Section 1.1) are also built upon random graphs, the family of random matrices is of particular interest to us. The work [Wig58] studied the distribution of eigenvalues for random matrices. Here we present a fundamental result which is informally called the Wigner's theorem; we will use a similar version from the work [Vu07]. Let $A$ denote the adjacency matrix of the resulting graph.

Claim 2.1 For the matrix $R$ as defined in eq. (2.1) we have $\|R\| \leq 2 \sqrt{n}$ holds almost surely.
Proof: $\quad R$ is symmetric random matrix, and the entries $R_{i j}$ are given as $R_{i j}=A_{i j}-\mathbb{E}\left[A_{i j}\right]$. $R_{i j}$ 's can be treated as independent ${ }^{3}$ random variables which are bounded between -1 and 1 , that have expected value 0 and variance $p(1-p) \leq 1 / 4$. Now using hence by Theorem 1.1 in the work [Vu07] we have $\|R\| \leq 2 \sqrt{n}$ holds almost surely.

Remark 2.1 If the perturbation matrix $B$ in Weyl s inequality (Fact 2.4) is a random matrix (corresponding to a random graph), the eigenvalues are shifted only by $\pm 2 \sqrt{n}$ i.e $\lambda_{i}(A+B) \in$ $\left[\lambda_{i}(A)-2 \sqrt{n}, \lambda_{i}(A)+2 \sqrt{n}\right]$ almost surely.

### 2.4 Semidefinite Programming (SDP)

### 2.4.1 Different facets of SDPs

Conic programs and Semidefinite programs: In this section we will discuss Semidefinite programs (SDP), a broad class of convex optimization problems. A convex optimization problem is an optimization problem which consists of a convex objective function to be optimized over a set of convex constraints (called the feasible set). Perhaps, the most well known class of convex

[^6]optimization problems is a Linear Program (LP), where the task is to optimize a linear function over linear inequalities (that form polytope as the feasible convex set).

A more general and useful class of convex programs is a conic program which can be represented (in vector form) as,

## Conic Program 2.1

$$
\min \mathbf{c}^{T} \mathbf{x}
$$

subject to

$$
\begin{align*}
& A \mathbf{x}=\mathbf{b}  \tag{2.2}\\
& \mathbf{x} \in \mathcal{K} . \tag{2.3}
\end{align*}
$$

where the objective function is linear but the feasible set $\mathcal{K}$ is a convex cone. We recall that a set $\mathcal{K}$ is called a convex cone if

$$
\alpha_{1} \mathbf{x}_{1}+\alpha_{1} \mathbf{x}_{1} \in \mathcal{K}, \forall \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathcal{K} \text { and } \forall \alpha_{1}, \alpha_{2} \geq 0
$$

SDP is a special class of conic programs where the convex cone $\mathcal{K}$ is a set of positive semidefinite matrices ${ }^{4}$. SDP's capture a variety of constraints including linear inequalities, inequalities with quadratic terms and second order cone constraints.

SDP in Combinatorial optimization: In combinatorial optimization, we are interested in integer programs and therefore SDP arise as a natural convex relaxations to these integer programs. As an example, we consider the MAX-CUT problem, where given a graph $G=(V, E)$ the objective is to find a cut $(S, V \backslash S)$ that maximizes the number of edges cut. The MAX-CUT problem can be naturally expressed as an integer quadratic program,

QP 2.1

$$
\max \frac{\sum_{\{i, j\} \in E}\left(x_{i}-x_{j}\right)^{2}}{4}
$$

subject to

$$
\begin{equation*}
x_{i} \in\{-1,1\} . \tag{2.4}
\end{equation*}
$$

Using $X=\mathbf{x x}^{T}$, the quadratic program can be reframed as,

[^7]SDP 2.1 (rank constrained non-convex SDP form)

$$
\max \frac{\langle L, X\rangle}{4}
$$

subject to

$$
\begin{align*}
& X \succeq 0  \tag{2.5}\\
& \left\langle X, B_{i}\right\rangle=1, \quad \forall i \in[n]  \tag{2.6}\\
& \operatorname{rank}(X)=1 \tag{2.7}
\end{align*}
$$

where $B_{i}$ is a matrix which is 1 in $(i, i)$ entry and 0 elsewhere, and $L$ is the Laplacian matrix of the graph, i.e, $L=D-A$ where $D$ is a diagonal matrix having entry $D_{i i}$ as the degree of vertex $i$ and $A$ is the adjacency matrix of the graph. We note that as written above, SDP 2.1 is just a reformulation of QP 2.1 using matrix entries as decision variables. Formally, this is not an SDP because of the non-convex rank constraint ${ }^{5}$ which makes solving such a problem NP-hard in general.

SDP in matrix form: Now dropping the non-convex rank constraint, we obtain a set of p.s.d matrices as a feasible set and these form a convex cone. The resulting program is called an SDP in matrix form (dual of the form in Conic Program 2.1). Next, we present a geometric viewpoint, where we consider a different way to relax the same quadratic program.

Vector Programs: Another way to relax QP 2.1 above, is by relaxing $x_{i}$ to be a $d$-dimensional vector $\mathbf{x}_{i}$. The product terms $x_{i} x_{j}$ can be written as inner product/norms. Thus, for our MAXCUT QP 2.1 we obtain a vector program as,

VP 2.1

$$
\max \frac{1}{4} \sum_{\{i, j\} \in E}\left(1-\left\langle\mathbf{x}_{i}, \mathbf{x}_{j}\right\rangle\right)
$$

subject to

$$
\begin{equation*}
\left\|\mathbf{x}_{i}\right\|^{2}=1, \forall i \in V \tag{2.8}
\end{equation*}
$$

Now we replace the term $\left\langle\mathbf{x}_{i}, \mathbf{x}_{j}\right\rangle$ by a place holder variable $y_{i j}$. Thus we obtain a LP (linear program) in these new variables $y_{i j}$ 's, which can be efficiently solved. However, as such, this would be a relaxation of a relaxation since we didn't enforce the $y_{i j}$ 's to be of the form $\left\langle\mathbf{x}_{i}, \mathbf{x}_{j}\right\rangle$.

[^8]To enforce this, we arrange the variables $y_{i j}$ 's in a matrix $Y=\left[y_{i j}\right]_{n \times n}$ and add the constraint that $Y=X X^{T}$ where $X$ is an $n \times d$ matrix with rows as vectors $\mathbf{x}_{i}$ 's. We recognize that the form $Y=X X^{T}$ is a characterization of p.s.d. matrices, and hence one obtains an SDP of form SDP 2.1 without the rank constraint.

We are not done yet, $\operatorname{since} \operatorname{rank}(Y)=\min \{n, d\}$ and hence for $d<n$, we need to add this rank constraint. However, this can be avoided if we choose $d \geq n$ i.e. relax $x_{i}$ to $n$-dimensional vector. Therefore, it shows that the convex program we obtain by relaxing $x_{i}$ to $n$-dimensional vectors is equivalent to our earlier relaxation of SDP in matrix viewpoint.

Generalizing from this MAX-CUT example, formally we write a Vector Program as a linear program over the dot product as,

VP 2.2

$$
\min \sum_{i=1}^{n} \sum_{j=1}^{n} C_{i j}\left\langle\mathbf{x}_{i}, \mathbf{x}_{j}\right\rangle
$$

subject to

$$
\begin{align*}
& \sum_{i=1}^{n} \sum_{j=1}^{n} A_{i j}\left\langle\mathbf{x}_{i}, \mathbf{x}_{j}\right\rangle=b  \tag{2.9}\\
& A, C \succeq 0 \tag{2.10}
\end{align*}
$$

Moment viewpoint A yet another way of relaxing the quadratic program of the form QP 2.1 is by replacing the terms $x_{i} x_{j}$ by a single term $y_{i j}$. This way one obtains an LP in the variables $y_{i j}$ 's but again we need to enforce the constraint that $y_{i j}=x_{i} x_{j}$. This constraint is called the moment constraint and here the relaxation idea is to try and enforce this non-linear moment constraint by a system of linear constraints. This can be systematically done by considering that

$$
\begin{equation*}
\left(\sum c_{i} x_{i}\right)^{2} \geq 0, \forall c_{i} \in \mathbb{R} \tag{2.11}
\end{equation*}
$$

and we replace the occurrence of the product terms $x_{i} x_{j}$ in eq. (2.11) by $y_{i j}$. Once again arranging $y_{i j}$ 's in a matrix $Y$, the condition above can be rewritten as $\mathbf{c}^{T} Y \mathbf{c} \geq 0$ for all $\mathbf{c} \in \mathbb{R}^{n}$. We recall that this is a yet another characterization of p.s.d. matrices. Therefore, we again obtain an SDP of the form SDP 2.1 without the rank constraint.

It is also evident from this form that why an SDP can be solved efficiently. It is because after the relaxation, we is just have an LP. Further, the ellipsoid algorithm for solving LP's requires a separation oracle when a constraint is violated. This separation oracle is in the
form of a hyperplane that separates the feasible region from the region where the constraint is valid. If the constraints were themselves linear (as in an LP), the separation oracle would be the violating constraint itself. For the set of p.s.d matrices, the vector $\mathbf{c}$ (which has to exist) such that $\mathbf{c}^{T} Y \mathbf{c}<0$ acts as such a hyperplane. In fact, since the eigenvalues of a p.s.d matrix are all non-negative, a violating constraint means a negative eigenvalue. The eigenvector corresponding to this negative eigenvalue gives us a separation oracle for non-p.s.d. matrices.

### 2.4.2 SDP Duality

Similar to Linear Program(LP), taking the dual of an SDP is a useful technique that provides an explicit certificate for optimality. The dual program is computed by taking the Lagrangian and computing the Lagrange dual function (refer [BV04] for details). Since the cone of p.s.d matrices is self-dual, the dual program for an SDP is an SDP itself. The weak duality, like for other convex programs, follows from the construction of the Lagrangian. However, unlike LP, strong duality doesn't always hold for an SDP. The dual SDP needs to satisfy a set of conditions called constraint qualifications, for strong duality to hold. Slater's condition is one such widely used criteria, and we refer to the book [BV04] for these details.

```
SDP 2.2 (Primal)
    min}\langleC,X
subject to
\[
\begin{align*}
& \left\langle A_{i}, X\right\rangle=b_{i}, \forall i  \tag{2.12}\\
& X \succeq 0 . \tag{2.13}
\end{align*}
\]
```

```
SDP 2.3 (Dual)
    max \langleb, y\rangle
subject to
\[
\begin{align*}
& Y=C-\sum_{i} y_{i} A_{i}  \tag{2.14}\\
& Y \succeq 0 . \tag{2.15}
\end{align*}
\]
```

The dual variables $y_{i}$ correspond to the constraint in eq. (2.12) and $Y$ corresponds to eq. (2.13). As discussed earlier, for combinatorial optimization problems, the SDP is typically written as a relaxation to an integer program with a specific intended solution. The intended solution (say $\mathbf{u}$ ) corresponds to a primal feasible solution $X=\mathbf{u u}^{T}$. For many problems, we aim to show that the optimal primal solution is indeed the integral solution.

Fact 2.6 The primal solution $X=\mathbf{u u}^{T}$ is the unique solution to the SDP 2.2 if there exists a $Y$ such that it satisfies constraints in SDP 2.3, with $\langle C, X\rangle=\mathbf{b}^{T} \mathbf{y}$, and has $\operatorname{rank}(Y)=n-1$ (i.e. $\lambda_{2}(Y)>0$ ).

Proof: This is a folklore statement, and a proof of it can be found in Lemma 2.3 of [LV18].

### 2.4.3 Lasserre/Sum-of-squares(SOS) hierarchy

A yet another approach to relax QP 2.1 is by considering it as a system of polynomial inequalities and convexifying the set of feasible solutions by a set of probability distributions. The space of probability distribution is $\mathbb{R}^{2^{n}}$ and, therefore, intractable as such. A natural relaxation is to only look at space of distributions in $\mathbb{R}^{2^{r}}$ where $r$ is a constant. This is what $r^{\text {th }}$ level moments of this distribution let us do. Our moment approach for SDP in Section 2.4.1 can be thought as doing this where $Y_{i}=\mathbb{E}\left[x_{i}\right]$ and $Y_{i j}=\mathbb{E}\left[X_{i j}\right]$. The moment terms and the sum-of-squares constraint in eq. (2.11) can be generalized to $r$-tuples to give a similar SDP relaxation. This relaxation is called level- $r$ Lasserre/Sum-of-squares (SOS) relaxation.

### 2.5 SDP/Lasserre hierarchies in approximation algorithms

Since the breakthrough result of Goemans and Williamson [GW95], SDP has been widely used in approximation algorithms, the works [FG95, KMS98, ARV04] etc. are a few notable ones.

SDP has also been the tool of choice for exact recovery in semi-random models. Starting from the fundamental works of exact recovery for the planted clique problem [FK00], for the planted bisection problem [FK01], for Stochastic Block Models [ABH16] etc., and many of the works mentioned in Section 1.2 are based on SDP relaxations. A natural way to analyze these SDP relaxations is by constructing an optimal dual solution to prove the integrality of the primal relaxation. This idea has been explored in the works of [FK01, CO07, $\mathrm{BCC}^{+} 10$, ABBS14, ABH16, LV18], to state a few. We note that the task of constructing an optimal dual solution is problem-specific, and there is no generic way of doing this.

The Lasserre/SoS hierarchy is a strengthened SDP relaxation for nonlinear $0-1$ programs attributed to the works of Shor [Sho87], Nesterov [Nes00], Jean B. Lasserre [Las01] and Parrilo [Par03]. We refer the reader to the survey by Thomas Rothvoß [Rot13] for a detailed discussion. The Lasserre/SoS hierarchy has been used in variety of works [Ch107, CS08, HSS15, HSSS16, $\mathrm{HKP}^{+} 17$, KS17b] etc to yield state of art algorithms.

## Chapter 3

## Odd Cycle Transversal Problem

In this chapter we will study the Odd Cycle Transversal problem or equivalently the largest induced bipartite subgraph problem in semi-random models.

Problem 3.1 Given a graph $G=(V, E)$, the Odd Cycle Transversal (OCT) problem asks to find the smallest set $S \subseteq V$ such that $S$ has a non-empty intersection with every odd cycle of the graph.

Removing these set of vertices $S$ will result in a bipartite graph, and hence this problem is equivalent to finding the largest induced bipartite graph. Given a graph $G=(V, E)$, the problem of finding the largest induced bipartite subgraph of $G$ is well known to be NP-hard (shown in [Yan78]). The problem is also related to the balanced biclique problem, where the task is that of finding the largest induced balanced complete bipartite subgraph. This problem has a lot of practical application in computational biology [CC00], bioinformatics [Zha08] and VLSI design [AM99].

## Models and results

We now present our semi-random model which we call threshold semi-random model. The model is inspired from the [FK01] model (Definition 1.3) and generalizes the planted solution model (Definition 1.1) and the sandwich model (Definition 1.2).

Definition 3.1 (Threshold Semi-random model) Given $n, k, d, p$, our planted bipartite graph is constructed as follows,

1. Let $V$ be a set of $n$ vertices. Fix an arbitrary subset $S \subset V$ such that $|S|=k$.
2. Add edges arbitrarily in the graph induced by $S$ such that the resulting graph is a connected d-regular bipartite graph. Let $S_{1}, S_{2}$ denote the bipartite components.


Figure 3.1: Planted solution model Definition 1.1 (left) and threshold semi-random model Definition 3.1 (right).
3. For each pair of vertices in $S \times(V \backslash S)$, add an edge independently with probability $p$.
4. Add edges in $(V \backslash S) \times(V \backslash S)$ such that smallest eigenvalue of $\left(A_{(V \backslash S) \times(V \backslash S)}-p \mathbb{1}_{V \backslash S} \mathbb{1}_{V \backslash S}^{T}\right)$ is greater than $-((1 / 2-\alpha) /(1 / 2+\alpha)) d$ where $\alpha$ is a small ${ }^{1}$ positive constant (throughout this chapter we assume $\alpha \leq 1 / 6)$.
5. Allow a monotone adversary to add edges in $(V \backslash S) \times(V \backslash S)$ arbitrarily.

Remark 3.1 Note that although it is not explicitly mentioned in the model construction, we will have $\left|S_{1}\right|=\left|S_{2}\right|$ since the graph induced on $S$ is a d-regular bipartite graph.

In [FK01] model, item 4 allows for any arbitrary graph in $(V \backslash S) \times(V \backslash S)$ (no assumptions on the graph induced on $V \backslash S$ ). However, with no further assumptions on $V \backslash S$, even for the special case of our problem i.e. planted independent set problem $(d=0)$, the best known algorithm in [FK01] model due to [MMT20] works only for $k=\Omega_{p}\left(n^{2 / 3}\right)$. However, our benchmark ${ }^{2}$ is $k=\Omega(\sqrt{n})$ and hence we look at a model with stronger assumptions than the [FK01] model.

A reasonable assumption to have is that the graph induced on $V \backslash S$ should not be close to having any induced bipartite subgraphs of degree at least $d$. Informally speaking, we want the graph induced on $V \backslash S$ to stand out from the planted graph on $S$. Our condition in item 4 can

[^9]be interpreted as a way towards achieving this. If the smallest eigenvalue of the graph ${ }^{3}$ induced on $V \backslash S$ is greater than $-d / 2$, then the graph is indeed far from having an induced bipartite subgraph in $V \backslash S$ of smallest degree $d$. We can argue this by contradiction since otherwise, consider a vector with value 1 for one side of the alleged bipartition and -1 on the other side and 0 elsewhere achieves a Rayleigh Quotient of value $-d$. Using Fact 2.1, this implies that the smallest eigenvalue is $\leq-d$ contradicting that the smallest eigenvalue is at least $-d / 2$.

Remark 3.2 The threshold semi-random model in Definition 3.1 also captures the planted solution model in Definition 1.1; since in the case when $V \backslash S$ is chosen to be a $G_{(n-k), p}$ random graph, $\left(A_{(V \backslash S) \times(V \times S)}-p \mathbb{1}_{V \backslash S} \mathbb{1}_{V \backslash S}^{T}\right)=A_{(V \backslash S) \times(V \backslash S)}-\mathbb{E}\left[A_{(V \backslash S) \times(V \backslash S)}\right]$, and therefore the smallest eigenvalue of $\left(A_{(V \backslash S) \times(V \times S)}-p \mathbb{1}_{V \backslash S} \mathbb{1}_{V \backslash S}^{T}\right)$ is greater than $-2 \sqrt{n}$ (as follows from Claim 2.1).

We present our first result (details in Section 3.1) where we study the problem in planted solution model (Definition 1.1) and we give the result below.

Theorem 3.1 (Informal version of Theorem 3.3) For a fixed $k, p$ satisfying $k=\Omega_{p}(\sqrt{n})$ and $p=\Omega(\sqrt{\log k / k})$, there exists a deterministic algorithm that takes as input an instance generated as per planted solution model (Definition 1.1), and recovers the arbitrary planted set $S$ exactly with high probability (over the randomness of the input) in time exponential in the number of small eigenvalues of the adjacency matrix (eigenvalues smaller than $-d / 2+2 \sqrt{n}$ ) of the graph induced on $S$.

Remark 3.3 For many special classes of instances such as, (i) when the probability $p=\Omega(1)$, (ii) when the planted graph is a complete bipartite graph like in the balanced biclique problem (iii) when the planted bipartite graph is random, or (iv) more generally when the planted graph is a $d$-regular expander graph; the number of these small eigenvalues is a constant and Theorem 3.1 allows efficient recovery (running time of the algorithm is polynomial in $n$ ).

We will then proceed to present our main result (details in Section 3.2), which holds for both the planted solution model and the threshold semi-random model.

Theorem 3.2 (Informal version of Theorem 3.4) For a fixed $k, p$ sastisfying $k=\Omega_{p}(\sqrt{n \log n})$, and $p=\Omega(\log k / k)^{1 / 6}$, there exists a deterministic algorithm that takes as input an instance generated by threshold semi-random model (Definition 3.1), and recovers the arbitrary planted set $S$ exactly, in polynomial time and with high probability (over the randomness of the input).

[^10]
## Related Works

The optimal long code test by Khot and Bansal [BK09] rules out any constant factor approximation for this problem. On the algorithmic front, casting the problem as a 2-CNF deletion problem, [AKRR90] gives a reduction to the min-multicut problem. This reduction gives us an $\mathcal{O}(\log n)$ approximation due to the work [GVY98], which was further improved to $\mathcal{O}(\sqrt{\log n})$ in the work [ACMM05]. The work [GL21] gives an efficient randomized algorithm that computes an induced bipartite subgraph having $(1-\mathcal{O}(\sqrt{\varepsilon \log d}))$ fraction of the vertices where $d$ is the bound on the maximum degree of the graph. They also give a matching (up to constant factors) Unique Games hardness for certain regimes of parameters.

The problem is equivalent to finding the largest 2-colorable subgraph of a given graph and is also known as the partial 2-coloring problem. The work [GLR19] studies the problem in the Feige-Kilian semi-random model [GLR19], where a 2-colorable graph of size $(1-\varepsilon) n$ is planted. They give an algorithm that outputs a set $\mathcal{S}^{\prime}$ such that $\left|\mathcal{S}^{\prime}\right| \geq\left(1-\varepsilon c / p^{2}\right) n$ for $p=\Omega(\sqrt{\log n / n})$ and $\varepsilon \leq p^{2}$ where $c$ is a positive constant. Their algorithm is a partial recovery algorithm and works for the regimes when $\varepsilon$ is small. We study the problem when $1-\varepsilon$ is small, and we give complete recovery for a large range of $p$. However, since our semi-random model makes stronger assumptions than the [FK01] model, we don't make any comparisons.

A related problem is that of finding the largest complete balanced bipartite subgraph called the balanced biclique problem, which we discuss next.

Balanced biclique problem: In the balanced complete bipartite subgraph problem (also called the balanced biclique problem), we are given a graph on $n$ vertices and a parameter $k$, and the problem then asks whether there is a complete bipartite subgraph that is balanced with $k$ vertices in each of the bipartite components. The problem was studied when the underlying graph is a bipartite graph, and shown to be NP-complete by a reduction from the CLIQUE problem in the works [GJ79, Joh87]. They additionally note that the balanced constraint is what makes the problem hard. If we remove the balanced constraint, the problem can be reduced to finding a maximum independent set in a bipartite graph. The latter problem admits a polynomial-time solution using the matching algorithm. The work [FK04] shows that this problem of finding a maximum balanced biclique is hard to approximate within a factor of $2^{(\log n)^{\delta}}$ for some $\delta>0$, under the assumption that 3SAT $\notin \operatorname{DTIME}\left(2^{n^{3 / 4+\varepsilon}}\right)$ for some $\varepsilon>0$. Recently, the work [Man17] showed that one cannot find a better approximation than $n^{1-\varepsilon}$, assuming the Small Set Expansion Hypothesis and that NP $\nsubseteq$ BPP for every constant $\varepsilon>0$.

A related problem is the maximum edge biclique problem, where we are asked to find whether
$G$ contains a biclique with at least $k$ edges. This problem was also shown to be NP-hard in the work [Pee03].

Given these intractability results for general graphs, there has been some success in special classes of graphs. In graphs with constant arboricity, the work [Epp94] gives a linear time algorithm that lists all maximal complete bipartite subgraphs. In a degree bounded graph, the work [TSS02] gives a combinatorial algorithm for the balanced biclique problem that runs in time $\mathcal{O}\left(n 2^{d}\right)$. Another systematic approach, however, is to consider planted and semirandom models for the problem. In the work [Lev18], they study the planted version of the problem, which, they call "hidden biclique problem". Their model is similar to our model in Definition 1.1; however, we consider an arbitrary $d$-regular bipartite graph instead of a complete bipartite graph. They give a linear-time combinatorial algorithm that finds the planted hidden biclique with high probability (over the randomness of the input instance) for $k=\Omega(\sqrt{n})$. Their algorithm builds on the "Low Degree Removal" algorithm, due to Feige and Ron [FR10] which finds planted clique in linear time.

## Proof Overview

Benchmarks: We start by noting that the OCT problem is a generalization of the planted independent set and the planted balanced biclique problem. For $d=0$, it reduces to recovering a planted independent set and hence we do not expect efficient algorithms for $k=o(\sqrt{n})$ $\left[\mathrm{FGR}^{+} 13, \mathrm{BHK}^{+} 16\right]$. For $k=\Omega(\sqrt{n})$, both the special cases of the problem, the planted independent set problem [AKS98, FK00], and the planted balanced biclique problem [Lev18] admit a polynomial-time recovery algorithm. So it is natural to consider $k=\Omega(\sqrt{n})$ as a benchmark for recovery and look for algorithms in this regime.

The other interesting regime consideration comes by viewing this problem as a special case of the densest $k$-subgraph ( DkS ) problem. In DkS problem (in the planted model setting), the planted graph is an arbitrary graph that has average degree $d$ and the algorithmic task is to recover this planted graph. When $d \gg p k$, the OCT problem can be viewed as the densest $k$-subgraph (DkS), and for $d \ll p k$, the OCT problem can be viewed as sparsest $k$-subgraph problem (studying the complement of this graph would be an instance of DkS problem). However, this general DkS problem is information-theoretically unsolvable for $d=p k$ [CX16]. Therefore we focus our attention on the case when $d \approx p k$. So the question we ask is whether we can use the additional ${ }^{4}$ bipartite structure of the planted graph to recover the planted graph in $d \approx p k$ (including $d=p k$ ) regimes.

[^11]Detecting planted bipartitions: We start by considering the detection version of the problem in the interesting regimes for this problem i.e. $k=\Omega(\sqrt{n})$ and $d \approx p k$. We note that the detection problem i.e. detecting the presence of bipartite graph as constructed in planted solution model Definition 1.1 against the null hypothesis of Erdős-Rényi graph $G_{n, p}$, is easy when $k=\Omega(\sqrt{n})$. Formally one notes that given two distributions

$$
H_{0}: G \sim G(n, p) \text { against } H_{1}: G \sim G(n, k, d, p) \text { as per Definition 1.1, }
$$

the test, which outputs $H_{1}$ when $\lambda_{1}(G) \leq-d$ and $H_{0}$ otherwise, is correct almost surely for $d \approx p k$ and $k \geq c \sqrt{n} / p$ where $c>0$ is a large enough constant. This is because for a $G_{n, p}$ graph, the smallest eigenvalue is greater than $-2 \sqrt{n}$ almost surely (from Claim 2.1), while for a graph with planted bipartite subgraph, the smallest eigenvalue is smaller than $-d$ since the vector $\mathbb{1}_{S_{1}}-\mathbb{1}_{S_{2}}$ already achieves Rayleigh Quotient of value $-d$ (using Fact 2.1).

Spectral Approaches: However, as expected, the exact recovery problem is more challenging. A natural spectral approach (where we use eigenvalues and eigenvectors), which has been used for planted models, e.g., [AKS98, McS01], relies on the fact that there is sufficient eigengap to apply results from perturbation theory (as discussed in Chapter 2). However, since the planted bipartite graph is arbitrary, there can be many eigenvalues close to $-d$ and hence there is no guarantee of a sufficient eigengap.

A possible approach then is to use all these eigenvectors with eigenvalues close to $-d$ to recover the planted set. To formalize this, we define the threshold rank of the graph ${ }^{5}$

Definition 3.2 For $\tau \in[0, d]$, we define rank $_{\leq-\tau}(G)=\left|\left\{i: \lambda_{i}(G) \leq-\tau\right\}\right|$.
We let $P=\left\{\mathbf{v}^{(1)}, \mathbf{v}^{(2)}, \ldots, \mathbf{v}^{\left(L_{\tau}\right)}\right\}$ (the bottom $L_{\tau}$ vectors) denote the set of eigenvectors of $\left.A\right|_{S \times S}$ with eigenvalues smaller than the threshold $\tau$ where $L_{\tau}=\operatorname{rank}_{\leq-\tau}\left(\left.A\right|_{S \times S}\right)$. We call these vectors as $\tau$-threshold rank eigenvectors of $\left.A\right|_{S \times S}$.

Claim 3.1 For the planted bipartite graph on set $S$, we have that rank $_{\leq-\tau}\left(\left.A\right|_{S \times S}\right) \leq \frac{\gamma p k^{2}}{2 \tau^{2}}$, where $d=\gamma p k$.

Proof: It is a well known fact that the spectrum of bipartite graphs (in our case $\left.A\right|_{S \times S}$ ) is symmetric around 0 . Therefore the number of eigenvalues with absolute value greater then or equal to $\tau$ is given by 2 rank $_{\leq-\tau}\left(\left.A\right|_{S \times S}\right)$. Using the fact that these eigenvalues are of a $d$-regular

[^12]graph and hence lie in the interval $[-d, d]$, we have that,
$$
2 \tau^{2} \operatorname{rank}_{\leq-\tau}\left(\left.A\right|_{S \times S}\right) \leq \sum_{i} \lambda_{i}^{2}\left(\left.A\right|_{S \times S}\right) \leq\left\|\left.A\right|_{S \times S}\right\|_{F}^{2}=k d .
$$

Hence we have that,

$$
\operatorname{rank}_{\leq-\tau}\left(\left.A\right|_{S \times S}\right) \leq \frac{k d}{2 \tau^{2}}=\frac{\gamma p k^{2}}{2 \tau^{2}}
$$

Now we use these threshold rank eigenvectors to recover the planted set by the subspace enumeration technique, which has been used in the works of [KT07, AG11, Kol11, KLT17]. Here we first identify that the vector $\mathbf{u}=\mathbb{1}_{S_{1}}-\mathbb{1}_{S_{2}}$ has a large projection on the space spanned by $\tau$-threshold rank eigenvectors of $A$ (for choice of $\tau=-d / 2+2 \sqrt{n}$ ). Note that this vector $\mathbf{u}$ identifies the planted set and therefore we call it the signed indicator vector. We then do a standard $\varepsilon$-net construction (refer [Ver18]) to find a vector $\mathbf{y}$ close to $\mathbf{u}$ and thus recover a large fraction of planted set $S$ (Lemma 3.1). We can recover the remaining set of vertices by an argument due to the work [GLR19] where they distinguish vertices by the size of matching in induced neighborhoods (Section 3.1.2). Putting all this together, we prove our result in Theorem 3.3. We describe the details for the subspace enumeration technique in Section 3.1.

The running time of the subspace enumeration approach is exponential in $L_{\tau}$. Now for a constant $\gamma$ we have $L_{\tau}=\mathcal{O}(1 / p)$ for $\tau=\Omega(p k)$ (follows from Claim 3.1). Therefore, for many special classes of instances such as, (i) when the probability $p=\Omega(1)$ and $\gamma=\Omega(1)$, (ii) when the planted graph is a complete bipartite graph (this is the balanced biclique problem) and $\gamma=\Omega(1)$, (iii) when the planted bipartite graph is random and $\gamma=\Omega(1)$ or (iv) more generally when the planted graph is a $d$-regular expander graph and $\gamma=\Omega(1)$; we have $L_{\tau}=\mathcal{O}(1)$ and this already gives us a polynomial-time algorithm. However, the case when $\gamma \leq 2 / 3$ is fairly simple and a combinatorial argument can work in those regimes (as we show in Section 3.2.2).

However, as we pointed earlier, we want to solve the problem in $p=o(1)$ regimes. Also, we want to solve the problem for arbitrary graphs and not just for a special class of graphs. To accomplish this, we shift our focus to the SDP relaxations.

SDP Relaxation: We consider the following SDP 3.1 relaxation. We construct its dual SDP 3.2 (refer to Section 3.3.1 for more details on this dual construction).

## SDP 3.1 (Primal)

$$
\min \sum_{\{i, j\} \in E} 2\left\langle\mathbf{x}_{i}, \mathbf{x}_{j}\right\rangle
$$

subject to

$$
\begin{align*}
& \sum_{i \in V}\left\|\mathbf{x}_{i}\right\|^{2}=1  \tag{3.1}\\
& \left\langle\mathbf{x}_{i}, \mathbf{x}_{j}\right\rangle \leq 0 \quad \forall\{i, j\} \in E . \tag{3.2}
\end{align*}
$$

## SDP 3.2 (Dual)

$\max \beta$
subject to

$$
\begin{align*}
& Y=A-\beta I+\sum_{\{i, j\} \in E} B_{i j}\left(\mathbb{1}_{i j}+\mathbb{1}_{j i}\right)  \tag{3.3}\\
& B_{i j} \geq 0, \quad \forall\{i, j\} \in E  \tag{3.4}\\
& Y \succeq 0 . \tag{3.5}
\end{align*}
$$

We denote by $X$ the primal SDP matrix. Let $\mathbf{x}_{i}$ denote the vector corresponding to vertex $i$ such that $X_{i j}=\left\langle\mathbf{x}_{i}, \mathbf{x}_{j}\right\rangle$. We consider this feasible integral solution (denoted by $X=\mathbf{g g}^{T}$, where $\mathbf{g} \in \mathbb{R}^{n}$ s.t $g_{i}=1 / \sqrt{k}$ for $i \in S_{1}, g_{i}=-1 / \sqrt{k}$ for $i \in S_{2}$ and 0 otherwise) to the SDP by setting,

$$
\mathbf{x}_{i}= \begin{cases}\hat{e} / \sqrt{k} & \text { if } i \in S_{1}  \tag{3.6}\\ -\hat{e} / \sqrt{k} & \text { if } i \in S_{2} \\ 0 & \text { otherwise }\end{cases}
$$

where $\hat{e}$ is some unit vector. In SDP 3.2, the Lagrange multipliers $\beta$ and $B_{i j}$ 's are our dual variables and $Y$ is the dual SDP matrix. By $\mathbb{1}_{i j}$ we mean an indicator matrix which is 1 for $(i, j)$ entry and 0 elsewhere. For clarity, we will denote $\sum_{\{i, j\} \in E} B_{i j}\left(\mathbb{1}_{i j}+\mathbb{1}_{j i}\right)$ by a matrix $B$. Let SDPOPT $(G)$ denote the optimal value of the primal SDP. From the proposed integral solution we know that $\operatorname{SDPOPT}(G) \leq-d$. For any feasible solution to the dual SDP 3.2, by weak duality, we know that $\beta \leq \operatorname{SDPOPT}(G) \leq-d$.

Constructing good dual SDP solutions to certify optimality of Primal: Broadly speaking, a popular technique in analyzing SDP relaxations (like SDP 3.1) is to show optimality by constructing a dual solution that matches the SDPOPT $(G)$ value of the primal in a manner that the dual matrix $Y$ has rank $n-1$, (see Fact 2.6). This framework already imposes a list of conditions which can be used to characterize the dual variables

1. $\beta=-d$
2. $\left\langle\mathbf{g g}^{T}, Y\right\rangle=0$
3. $Y \succeq 0$
4. $\lambda_{2}(Y)>0$.

To meet condition (1), we set $\beta=-d$ to match the primal objective value of SDPOPT $=-d$
(strong duality objective condition). We expand upon complementary slackness condition (2) as,

$$
\left\langle\mathbf{g g}^{T}, Y\right\rangle=\mathbf{g}^{T} Y \mathbf{g}=\mathbf{g}^{T}(A+d I) \mathbf{g}+\mathbf{g}^{T} B \mathbf{g}=0+\mathbf{g}^{T} B \mathbf{g}=\mathbf{g}^{T} B \mathbf{g} \quad(U \operatorname{sing} \beta=-d) .
$$

Therefore, from condition (2), we have

$$
\begin{equation*}
\sum_{i \in S} \sum_{\substack{j \in S \\\{i, j\} \in E}} B_{i j}=0 \tag{3.7}
\end{equation*}
$$

and since $B_{i j} \geq 0$ this implies that $B_{i j}=0$ for all $(i, j) \in E\left(S_{1}, S_{2}\right)$.
For certain problems in semi-random models such as the planted clique problem [FK00], community detection in SBM [ABH16], these list of conditions above suffices to handcraft a feasible dual solution. For these problems, one can also show that the handcrafted dual solution satisfies conditions equivalent to (3) and (4), by typically using some standard results for random matrix bounds and concentration inequalities. In our setup, imposing condition (3) requires

$$
\begin{equation*}
\lambda_{\min }(Y) \geq \lambda_{\min }(A)+d+\lambda_{\min }(B) \tag{3.8}
\end{equation*}
$$

However, if $\lambda_{\min }(A) \leq-d-2 \sqrt{p n}$ (which is possible ${ }^{6}$ ), condition (3) may not hold (as per choice of $B_{i j}$ 's dictated from eq. (3.7)).

Thus, satisfying Constraint (3.8) seems to require more work. Motivated by success stories in other recovery problems like the planted bisection problem [FK01], coloring semi-random graphs [CO07], decoding binary node labels from censored edge measurements [ABBS14], and planted sparse vertex cuts [LV18], one approach may be to construct some sort of dual matrix by giving "meaning" to the dual variables. Such an approach would work if the planted bipartite graph were also random. Since random graphs are good expanders, there would only be a single eigenvector that disobeys eq. (3.8), and we can choose the dual variables constructively to handle this.

However, for arbitrary graphs, to handle the situation discussed above, we need a more principled approach to deal with the eigenvectors of the planted graph having eigenvalue close to $-d$ (note that there can be many such eigenvectors). This is our primary motivation for defining threshold rank and threshold rank eigenvector as in Definition 3.2.

In Section 3.2 we present our "principled" approach in dealing with the threshold rank

[^13]eigenvectors close to $-d$ such that the strong duality still holds.. Our proofs use the spectral properties of bipartite graphs and random graphs to show the existence of an optimal dual solution having rank $n-1$.

### 3.1 Exact Recovery using Subspace Enumeration

In this section, we study the problem of exact recovery of a planted bipartite graph in the planted solution model constructed according to Definition 1.1. We focus on the regimes when the planted bipartite graph has degree $d=\gamma p k$ and when the planted set has size $k=\Omega_{p}(\sqrt{n})$. We let $L_{\tau}$ be the threshold rank of $\left.A\right|_{S \times S}$ as defined in Definition 3.2 for some choice of threshold $\tau$. In Section 5.1, we give a procedure to recover $(1-\delta)$ fraction of vertices in $S$ for any given value of $\delta>0$. Using arguments similar to [GLR19], we can recover the remaining set of vertices (Lemma 3.5).

Theorem 3.3 For a fixed $k, p$ where $k \geq \frac{256 \sqrt{n}}{\gamma^{2} p^{3}}$ and $(k / \log k) \geq 25 / p^{2}$, and choice of $\tau=$ $-d / 2+2 \sqrt{n}$, there exists a deterministic algorithm which can recover the planted set $S$ in an instance generated as per planted solution model (Definition 1.1), exactly with high probability (over the randomness of the input) in time $\mathcal{O}\left(\operatorname{poly}(n) k^{\left(L_{\tau}+1\right)}\right)$.

We note that the constants in Theorem 3.3 have not been optimized for, and these specific values are a result of choices we make for ease of calculation.

### 3.1.1 Partial recovery of the planted set

In this setting, the vector $\mathbf{u}=\mathbb{1}_{S_{1}}-\mathbb{1}_{S_{2}}$, which also indicates the planted set has small Rayleigh quotient (of value $-d$ ). We recall that we had referred to this vector $\mathbf{u}$ as the signed indicator vector for our planted set $S$. Although $\mathbf{u}$ is not an eigenvector for the entire matrix $A$, we can still show that it has a large projection on the subspace formed by the bottom $L_{\tau^{\prime}}=L_{\tau}+1$ eigenvectors ${ }^{7}$ (having eigenvalues smaller than $\tau^{\prime}$ ). Therefore we can do a brute force search in this space via the subspace enumeration technique along the lines of [KT07, AG11, Kol11, KLT17] and attempt to recover a vector that is close to this signed indicator(distance to the $\mathbf{u}$ is small, see Lemma 3.3) for the planted set. We then use this vector to recover $(1-\delta)$ fraction of the planted set $S$ for any given value of $\delta>0$ as,

[^14]Lemma 3.1 For an instance of planted graph given by the planted solution model (Definition 1.1) and a parameter $\delta>0$ in regimes where $k \geq((8-2 \delta) / \delta \gamma p) 2 \sqrt{n}$, there exists a deterministic algorithm which can recover at least $(1-\delta)$ fraction of the planted vertices in $S$.

Lemma 3.2 For $\tau^{\prime}=\tau-2 \sqrt{n}$ we have, rank $_{\leq-\tau^{\prime}}(A) \leq \operatorname{rank}_{\leq-\tau}\left(\left.A\right|_{S \times S}\right)+1$
Proof: We recall that we let $\tau$ to be the threshold for the matrix $\left.A\right|_{S \times S}$ such that $L_{\tau}=$ rank $_{\leq-\tau}\left(\left.A\right|_{S \times S}\right)$. Note that this is also equal to rank ${ }_{\leq-\tau}\left(A_{S \times S}\right)$. From here, we relate to rank $_{\leq-\tau}(A)$ in a series of steps where we recall that,

$$
A=A_{S \times S}-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}+p \mathbb{1}^{T}+R
$$

The $-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}$ term only affects the $\mathbb{1}_{S}$ eigenvector of $A_{S \times S}$ such that the corresponding eigenvalue is shifted form $d$ to $d-p k$. Therefore, we have that for the same value of $\tau$ as for $A_{S \times S}$, rank $_{\leq-\tau}\left(A_{S \times S}-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}\right) \leq L_{\tau}+1$, to accommodate for the $\mathbb{1}_{S}$ eigenvector. Next we consider the perturbation matrix $R$ then we have that for choice of $\tau^{\prime}=\tau-2 \sqrt{n}$ we have that

$$
\operatorname{rank}_{\leq-\tau^{\prime}}\left(\left.A\right|_{S \times S}-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}+R\right) \leq \operatorname{rank}_{\leq-\tau}\left(\left.A\right|_{S \times S}-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}\right)
$$

The choice of $\tau$ and $\tau^{\prime}$ are such that we account for the shift in eigenvalues due to $R$ since we know that almost surely $\|R\|_{2} \leq 2 \sqrt{n}$ (from Claim 2.1). Finally we account for the term $p \mathbb{1} \mathbb{1}^{T}$ by using Weyl's inequality (Fact 2.4) where $B=p \mathbb{1} \mathbb{1}^{T}$ and $C=\left.A\right|_{S \times S}-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}$, here $\lambda_{1}(B)=0$, and we get that,

$$
\lambda_{1}(C) \leq \lambda_{1}(C+B) \leq \lambda_{2}(C) \leq \ldots \leq \lambda_{n-1}(C+B) \leq \lambda_{n}(C) \leq \lambda_{n}(C+B)
$$

Therefore we have that,

$$
\operatorname{rank}_{\leq-\tau^{\prime}}(A) \leq \operatorname{rank}_{\leq-\tau^{\prime}}\left(A_{S \times S}-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}+R\right) .
$$

Putting everything together we obtain that, rank $_{\leq-\tau^{\prime}}(A) \leq \operatorname{rank}_{\leq-\tau}\left(\left.A\right|_{S \times S}\right)+1$
Lemma 3.3 Let $\mathbf{v}^{(1)}, \ldots, \mathbf{v}^{(n)}$ denote the eigenvectors of $A$, then there exists a vector $\mathbf{y}^{\prime} \in$ $\operatorname{span}\left\{\mathbf{v}^{(1)}, \ldots, \mathbf{v}^{\left(L_{\tau^{\prime}}\right)}\right\}$ such that for a positive constant $\rho>2 \sqrt{n}$ and choice of $\tau^{\prime}=-d / 2$,

$$
\left\|\mathbf{y}^{\prime}-\mathbf{u}\right\|^{2} \leq \frac{\rho k}{d / 2+\rho} .
$$

Proof: We express the signed indicator vector $\mathbf{u}$ in the basis of these eigenvectors (of unit norm) as,

$$
\begin{equation*}
\mathbf{u}=c_{1} \mathbf{v}^{(1)}+\ldots c_{n} \mathbf{v}^{(n)} \tag{3.9}
\end{equation*}
$$

for some constants $c_{1}, \ldots, c_{n}$. Consider the matrix $A^{\prime}=A+(d+\rho) I$ where $\rho$ is a positive constant larger than $2 \sqrt{n} . .^{8}$ Since the identity matrix only shifts the eigenvalues we have that,

$$
\begin{align*}
\rho & =\frac{\mathbf{u}^{T} A^{\prime} \mathbf{u}}{\mathbf{u}^{T} \mathbf{u}}=\frac{\left(\sum_{i} c_{i} \mathbf{v}^{(i)}\right) A^{\prime}\left(\sum_{i} c_{i} \mathbf{v}^{(i)}\right)}{\|\mathbf{u}\|^{2}}=\frac{\sum_{i=1}^{n}\left(\lambda_{i}(A)+d+\rho\right) c_{i}^{2}\left\|\mathbf{v}^{(i)}\right\|^{2}}{k} \\
& \geq \frac{\left(\lambda_{L_{\tau^{\prime}}+1}(A)+d+\rho\right) \sum_{i=L_{\tau^{\prime}}+1}^{n} c_{i}^{2}}{k} . \tag{3.10}
\end{align*}
$$

The last inequality uses the fact that the eigenvalues are non-negative; therefore, at this point, we need that $\rho \geq 2 \sqrt{n}$.

Consider the space spanned by the first $L_{\tau^{\prime}}$ eigenvectors as $\operatorname{span}\left\{\mathbf{v}^{(1)}, \ldots, \mathbf{v}^{\left(L_{\tau^{\prime}}\right)}\right\}$. If we consider the vector $\mathbf{y}^{\prime}=c_{1} \mathbf{v}^{(1)}+\ldots c_{L_{\tau^{\prime}}} \mathbf{v}^{\left(L_{\tau^{\prime}}\right)}$ (for the same constants $c_{1}, \ldots, c_{L_{\tau^{\prime}}}$ as in eq. (3.9)), by construction it lies in the space spanned by these bottom $L_{\tau^{\prime}}$ eigenvectors of $A$ i.e.,

$$
\mathbf{y}^{\prime}=c_{1} \mathbf{v}^{(1)}+\ldots c_{L_{\tau^{\prime}}} \mathbf{v}^{\left(L_{\gamma^{\prime}}\right)} \quad \text { belongs to } \operatorname{span}\left\{\mathbf{v}^{(1)}, \ldots, \mathbf{v}^{\left(L_{\tau^{\prime}}\right)}\right\} .
$$

Now if we consider the distance between these vectors we get,

$$
\begin{equation*}
\left\|\mathbf{y}^{\prime}-\mathbf{u}\right\|^{2}=\left\|\sum_{i=L_{\tau^{\prime}}+1}^{n} c_{i} \mathbf{v}_{i}\right\|^{2}=\sum_{i=L_{\tau^{\prime}}+1}^{n} c_{i}^{2} . \tag{3.11}
\end{equation*}
$$

Using our choice of $\tau^{\prime}=-d / 2$ in eq. (3.10) and eq. (3.11) we have that,

$$
\left\|\mathbf{y}^{\prime}-\mathbf{u}\right\|^{2}=\sum_{i=L_{\tau^{\prime}}+1}^{n} c_{i}^{2} \leq \frac{\rho k}{\left(\lambda_{L_{\tau^{\prime}}+1}(A)+d+\rho\right)} \leq \frac{\rho k}{d / 2+\rho} .
$$

Hence there exists a vector $\mathbf{y}^{\prime} \in \mathbb{R}^{L_{\tau^{\prime}}}$, which is close to a vector that indicates the set $S$. Next in Lemma 3.4, we show how to find such a $\mathbf{y}^{\prime}$, whose existence we have argued in Lemma 3.3. We do so by a brute force search over the space spanned by these $L_{\tau^{\prime}}$ eigenvectors. We cannot search over the infinite points in the space as such, but we can construct an $\varepsilon$-net

[^15]and choose a value of $\varepsilon$ such that we get a point in this space for which the distance to $\mathbf{y}^{\prime}$ is smaller than $\varepsilon$.

Lemma 3.4 There exists a deterministic algorithm running in time $\mathcal{O}\left(k^{L_{\tau}^{\prime}}\right)$ which finds a vector $\mathbf{y} \in \operatorname{span}\left\{\mathbf{v}^{(1)}, \ldots, \mathbf{v}^{\left(L_{\tau^{\prime}}\right)}\right\}$ such that for a value of $\rho>2 \sqrt{n}$,

$$
\|\mathbf{y}-\mathbf{u}\|^{2} \leq \frac{2 \rho k}{d / 2+\rho}
$$

Proof: We build an $\varepsilon$-net such that for any $\mathbf{v} \in \operatorname{span}\left\{\mathbf{v}^{(1)}, \ldots, \mathbf{v}^{\left(L_{\gamma^{\prime}}\right)}\right\}$ we have another $\mathbf{v}^{\prime}$ which belongs to the $\varepsilon$-net and is also close to $\mathbf{v}$ such that,

$$
\left\|\mathbf{v}-\mathbf{v}^{\prime}\right\| \leq \varepsilon
$$

For unit norm vectors, the bound on number of points in an $\varepsilon$-net is given by $(3 / \varepsilon)^{L_{\tau^{\prime}}}$ (Corollary 4.2.13, [Ver18]). Since our vector u has squared norm $k$, we consider ball of radius $k$ and the volume is scaled by factor of $k^{L \tau^{\prime}}$.

Since the space is $L_{\tau^{\prime}}$-dimensional the number of points in the space for such an $\varepsilon$-net is upper bounded by $(3 k / \varepsilon)^{L_{\tau^{\prime}}}$ (Corollary 4.2.13, [Ver18]). Thus for the vector $\mathbf{y}^{\prime}$ in Lemma 3.3 we can find a vector $y$ such that,

$$
\|\mathbf{y}-\mathbf{u}\|^{2}=\left\|\left(\mathbf{y}-\mathbf{y}^{\prime}\right)+(\mathbf{y}-\mathbf{u})\right\|^{2} \leq\left\|\mathbf{y}-\mathbf{y}^{\prime}\right\|^{2}+\left\|\mathbf{y}^{\prime}-\mathbf{u}\right\|^{2} \leq \varepsilon^{2}+\frac{\rho k}{d / 2+\rho}
$$

We choose $\varepsilon^{2}=\rho k /(d / 2+\rho)$, and hence $\varepsilon=\sqrt{\rho k /(d / 2+\rho)}$. Since $\rho>2 \sqrt{n}$ and $d \leq k$ the number of points (denoted by $\mathcal{N}$ ) are bounded by,

$$
\begin{aligned}
\mathcal{N} & \leq\left(\frac{3 k}{\varepsilon}\right)^{L_{\tau}^{\prime}}=(3 \sqrt{k})^{L_{\tau}^{\prime}}\left(\frac{d / 2+\rho}{\rho}\right)^{L_{\tau}^{\prime} / 2} \leq(3 \sqrt{k})^{L_{\tau}^{\prime}}\left(1+\frac{d}{2 \rho}\right)^{L_{\tau}^{\prime} / 2} \leq(3 \sqrt{k})^{L_{\tau}^{\prime}}\left(1+\frac{k}{4 \sqrt{n}}\right)^{L_{\tau}^{\prime}} \\
& \leq(3 \sqrt{k})^{L_{\tau}^{\prime}}\left(1+\frac{\sqrt{n}}{4}\right)^{L_{\tau}^{\prime} / 2} \leq(3 \sqrt{k})^{L_{\tau}^{\prime}}\left(\frac{k}{2}\right)^{L_{\tau}^{\prime} / 2} \leq(2 k)^{L_{\tau}^{\prime}} \quad(\operatorname{Using} \sqrt{n} \leq k \leq n)
\end{aligned}
$$

Therefore the number of points are $\mathcal{O}\left(k^{L \tau^{\prime}}\right)$. Hence we can construct this $\varepsilon$-net in time $\mathcal{O}\left(k^{L \tau^{\prime}}\right)$.

Proof: [Proof of Lemma 3.1] We wish the distance between $\mathbf{y}$ and $\mathbf{u}$ to be smaller than $\delta k / 2$ for any arbitrary choice of $\delta>0$.

$$
\begin{equation*}
\frac{2 \rho k}{d / 2+\rho}=\frac{4 \rho k}{\gamma p k+2 \rho} \leq \frac{\delta k}{2} \text { which holds if we choose } \rho \text { as } \rho \leq \frac{\delta \gamma p k}{8-2 \delta} \tag{3.12}
\end{equation*}
$$

From Lemma 3.3 we know that $\rho \geq 2 \sqrt{n}$, which holds if,

$$
k \geq\left(\frac{8-2 \delta}{\delta \gamma p}\right) 2 \sqrt{n}
$$

Next we formalize that this vector y closely indicates our planted set $S$. We sort the vector y by absolute value and pick the top $k$ entries in a set $\mathcal{S}^{\prime}$. let $t$ be a threshold such that we have $\mathcal{S}^{\prime}=\left\{i:\left|y_{i}\right| \geq t\right\}$.

We denote $B$ as the bad set of vertices, $B \stackrel{\text { def }}{=} S \backslash \mathcal{S}^{\prime}$. We note that $\left|S \backslash \mathcal{S}^{\prime}\right|=|B|=\left|\mathcal{S}^{\prime} \backslash S\right|$ since both $S$ and $\mathcal{S}^{\prime}$ have cardinality $k$. We let $\eta$ be the fraction of these bad vertices which belong to $S_{1}$ and $(1-\eta)$ fraction then belong to $S_{2}$. Therefore,

$$
\|\mathbf{y}-\mathbf{u}\|^{2}=\sum_{i \notin S} y_{i}^{2}+\sum_{i \in S_{1}}\left(y_{i}-1\right)^{2}+\sum_{i \in S_{2}}\left(y_{i}+1\right)^{2} .
$$

Doing a term by term analysis we get that,

$$
\begin{aligned}
\sum_{i \notin S} y_{i}^{2} & \geq \sum_{i \in \mathcal{S}^{\prime}, i \notin S} y_{i}^{2} \geq|B| t^{2} \\
\sum_{i \in S_{1}}\left(y_{i}-1\right)^{2} & \geq \sum_{i \in S_{1}, i \notin \delta^{\prime}}\left(y_{i}-1\right)^{2} \geq \eta|B| \min \left\{(t-1)^{2},(t+1)^{2}\right\} \geq \eta|B|(1-t)^{2} \\
\sum_{i \in S_{2}}\left(y_{i}+1\right)^{2} & \geq \sum_{i \in S_{2}, i \notin \delta^{\prime}}\left(y_{i}+1\right)^{2} \geq(1-\eta)|B| \min \left\{(1-t)^{2},(1+t)^{2}\right\} \geq(1-\eta)|B|(1-t)^{2} .
\end{aligned}
$$

where the first inequality holds because $u_{i}=0$ and $y_{i}^{2} \geq t^{2}$ and in the second and third inequality we use $u_{i}=-1$ and $u_{i}=1$ respectively and $y_{i} \in[-t, t]$. The lower bound in these inequalities hold for $t \leq 1$; which is true, as can be seen form the fact that the algorithm picks top $k$ entries of $\mathbf{y}$, and $t>1$ gives a contradiction to the fact that vector $\mathbf{u}$ (which lies inside our $\varepsilon$-net of radius $\sqrt{k}$ ) has squared norm $\leq k$. Therefore we get that,

$$
\frac{2 \rho k}{d / 2+\rho} \geq\|\mathbf{y}-\mathbf{u}\|^{2} \geq|B|\left(t^{2}+(1-t)^{2}\right) \geq \frac{|B|}{2}
$$

The last inequality holds by observing that $t=1 / 2$ minimizes that expression, and thus we have that the set of bad vertices $|B| \leq \delta k$.

### 3.1.2 Algorithm for full recovery

In Lemma 3.1 we output a set $\mathcal{S}^{\prime}$ such that $\left|\mathcal{S}^{\prime}\right|=k$ and $\left|\mathcal{S}^{\prime} \cap S\right| \geq(1-\delta) k$ for any constant $\delta>0$. In this section, we propose an algorithm that allows us to recover the whole of the
planted set (in appropriate parameter regimes). The main idea here is to distinguish between vertices that belong to $S$ and those which don't by considering the size of a maximum matching in subgraph induced on the neighborhood of vertex and the set $\mathcal{S}^{\prime}$. This idea is used in the work [GLR19] in a similar vein to recover the vertices in a semi-random model for the same problem.

However, since $\mathcal{S}^{\prime}$ is a function of the randomness of the input and not a fixed set, we cannot use the randomness of the input instance in our arguments. Therefore, we bound the size of matching to the fixed set $S$ (where we are allowed to use the randomness of the instance) and factor in the worst-case contribution from $S \backslash \delta^{\prime}$.

Lemma 3.5 Given a set $\mathcal{S}^{\prime}$ of size $k$ such that $S \cap \mathcal{S}^{\prime} \geq(1-\delta) k$ for any $\delta>0$ in the regimes of $p, k$ discussed in Theorem 3.3, there exists a polynomial time deterministic algorithm that recovers the planted set $S$ completely.

Proof: Let MM $(v, S)$ denote the maximum matching in the graph induced on $N(v) \cap S$. For a vertex $v \in V \backslash S$, the expected size of this maximum matching is given as,

$$
\mathbb{E}[\mathrm{MM}(v, S)] \geq \frac{p^{2} k}{2}
$$

This is because a $d$-regular bipartite graph has at least one perfect matching. We fix an arbitrary such matching. Now each of these matching edges are present in this neighborhood graph with probability $p^{2}$. The edges in the matching are independent of each other and therefore using the Chernoff bounds (Fact 2.3) we obtain,

$$
\mathbb{P}\left[v \in V \backslash S: \operatorname{MM}(v, S) \leq \frac{p^{2} k}{4}\right] \leq \exp \left(-\frac{p^{2} k}{8}\right)
$$

This holds for a fixed vertex $v \in V \backslash S$; to make this claim for an arbitrary vertex in $V \backslash S$ we do a union bound to obtain,

$$
\mathbb{P}\left[\exists v \in V \backslash S, \mathrm{MM}(v, S) \leq \frac{p^{2} k}{4}\right] \leq k^{2} \exp \left(-\frac{p^{2} k}{8}\right)
$$

Hence for $p \geq 5 \sqrt{(\log k) / k}$ we have a lower bound on the size of matching in the graph induced on the neighborhood of all $v \in V \backslash S$ and the set $S$, with high probability (over the randomness of the input). However as we mention earlier, we are interested in size of matching for a vertex $v \in V \backslash S$ and $\mathcal{S}^{\prime}$. Since $\left|S \backslash S^{\prime}\right| \leq \delta k$, and the vertices in matching edges need to be distinct the drop in the size of matching is at most $\delta k$. Therefore the size of matching for vertex $v \in V \backslash S$
and set $\mathcal{S}^{\prime}$ can be lower bounded as,

$$
\operatorname{MM}\left(v, \mathcal{S}^{\prime}\right) \geq\left(\frac{p^{2}}{4}-\delta\right) k
$$

Now for a vertex $v \in S$ the size of matching in $N(v) \cap S$ is 0 . This is because a matching edge in $N(v) \cap S$ along with the vertex $v$ gives a triangle in $S$. This contradicts that $S$ is a bipartite graph and hence it has no triangles. Therefore in the worst case, using the same argument as above, we can upper bound the size of maximum matching for vertex $v \in S$ in the graph $N(v) \cap \mathcal{S}^{\prime}$ is,

$$
\mathrm{MM}\left(v, \mathcal{S}^{\prime}\right) \leq \delta k
$$

Therefore we can distinguish the set to which a vertex belongs if,

$$
\begin{equation*}
\frac{\gamma p^{2}}{4}-\delta>\delta, \text { for convenience we take this gap to be } 2 \delta \text { then } \delta \leq \frac{\gamma p^{2}}{16} \tag{3.13}
\end{equation*}
$$

To satisfy eq. (3.12) we use the value of $\delta$ and from the condition eq. (3.13) above we get that for full recovery it is sufficient if $k \geq 256 \sqrt{n} / \gamma^{2} p^{3}$.
Proof: [Proof of Theorem 3.3] Lemma 3.1 allows us to recover $(1-\delta)$ fraction of vertices in the planted set. Using Lemma 3.5 we can recover the remaining set of vertices. Hence for a fixed $p, k$ where $p \geq 5 \sqrt{(\log k) / k}, k \geq 256 \sqrt{n} / \gamma^{2} p^{3}$ we can recover the planted set exactly. The vector y used for recovery was constructed in Lemma 3.4 and this takes time exponential in $L_{\tau}^{\prime} \log k$. Computing eigenvectors takes poly $(n)$ time Therefore, the overall running time is $\mathcal{O}\left(\operatorname{poly}(n) k^{\left(L_{\tau}+1\right)}\right)$.

### 3.2 Exact recovery in polynomial time using SDP

In this section, we consider the problem of recovering the planted bipartite graph constructed as per model Definition 3.1. The problem becomes non-trivial in $d \approx p k$ regimes, where the exact recovery problem in a more general setting of densest $k$-subgraph problem is informationtheoretically unsolvable. Formally, this follows from Theorem 2.1, [CX16] by setting $d=q k=$ $p k$ and setting $r=1$ where $q$ is the edge probability within the vertices of planted subgraph and a $p$ is the edge probability when at least one of the vertex does not belong to the planted subgraph, and $r$ is the number of clusters. However, in our problem, we use the specifics of the bipartite structure in hand to write an SDP relaxation (SDP 3.1) and show that we can use it to recover the planted set exactly. Formally we prove the following.

Theorem 3.4 For a fixed $p, k$ satisfying $k \geq \frac{256}{\alpha p^{7 / 2}} \sqrt{n \log n}$ and $p \geq 5\left((\log k) /(1 / 2+\alpha)^{4} k\right)^{1 / 6}$, there exists a deterministic algorithm which recovers the planted set $S$ in an instance generated as per threshold semi-random model (Definition 3.1), exactly with high probability (over the randomness of the input).

We did not make any attempt to optimize the constants above (in Theorem 3.4), and the specific values we use are a result of choices we make for ease of calculation.

We break up our study of the problem into two different regimes based on the degree $d=\gamma p k$ of the planted graph, namely the low degree regime and high degree regimes.

### 3.2.1 High degree regimes

The main workhorse of our algorithm in high degree regimes is our SDP 3.1. In this section, we show how to construct an optimal dual to the SDP. By high degree regimes we mean that $\gamma \geq 1 / 2+\alpha$. We recall that $\alpha$ is a small positive constant smaller than $1 / 6$.

### 3.2.1.1 Constructing an optimal dual

Our core idea is to to extend (by padding with 0 's) the threshold rank eigenvectors of $\left.A\right|_{S \times S}$ to be the eigenvectors ${ }^{9}$ of the dual matrix $Y$. We recall the list of conditions (1)-(4) that dual variables had to follow as,.

1. $\beta=-d$
2. $Y \succeq 0$
3. $\left\langle\operatorname{gg}^{T}, Y\right\rangle=0$
4. $\lambda_{2}(Y)>0$.

Now since the eigenvalues of $\left.A\right|_{S \times S}$ lie in the interval $[-d, d]$, these threshold rank eigenvectors which are now also the threshold rank eigenvectors of $Y$ with eigenvalue $d+\lambda_{l}$ have a non-negative quadratic form ${ }^{10}$. This way we attempt to satisfy feasibility and optimality condition (3) and (4) respectively.

For the remaining eigenvectors (other than threshold rank eigenvectors), we show (in Lemma 3.6) that if the matrix of non-negative dual variables $B$ satisfies $\|B\|_{2}=\tilde{\mathcal{O}}(p k)^{11}$, the quadratic form is indeed non-negative. The reasons for this condition will be evident in the proof of Lemma 3.6. This imposes another condition that we use to characterize our dual variables.

Therefore to show the feasibility of $Y$, it suffices to construct a dual solution $B$ where

[^16]$\|B\|_{2}=\tilde{\mathcal{O}}(p k)$ and conditions as,
\[

$$
\begin{equation*}
\sum_{i \in S} \mathbf{v}_{i}^{(l)}\left(A_{i j}+B_{i j}\right)=0, \quad \forall j \in V \backslash S \tag{3.14}
\end{equation*}
$$

\]

To aid further discussion, it is useful to note that eq. (3.14) considers

- $L_{\tau}$ different system of equations $\varepsilon_{j}$, one for each $\mathbf{v}^{(l)}$.
- Each system $\mathcal{E}_{j}$ involves $|S| \times|V \backslash S|$ variables $B_{i j}$ where $i \in S$ and $j \in V \backslash S$.

Constructing an explicit dual solution doesn't seem easy for all these constraints. Therefore we try to show the existence of a feasible dual solution satisfying condition (1)-(4), eq. (3.14) and $\|B\|_{2}=\tilde{\mathcal{O}}(p k)$.

We defer proving the existence of such $B_{i j}$ 's to Section 3.2.1.2. However since the eq. (3.14) only concerns $B_{i j} \in S \times(V \backslash S)$. Therefore, we can set $B_{i j}=0, \forall\{i, j\} \in(V \backslash S \times V \backslash S)$ for the purpose of satisfying eq. (3.14). Since eq. (3.7) already forces us to set $B_{i j} \in S \times S$ to be 0 we have,

$$
B=B_{S \times S}+B_{S \times(V \backslash S)}+B_{(V \backslash S) \times S}+B_{(V \backslash S) \times(V \backslash S)}=B_{S \times(V \backslash S)}+B_{(V \backslash S) \times S} .
$$

We will next show that under the assumption about existence of such $B_{i j}$ 's, how we can proceed towards satisfying the optimality conditions for dual.

Fact 3.1 Given $T$ to be some set of orthonormal eigenvectors of a symmetric matrix $M$ labeled as

$$
T=\left\{\mathbf{u}^{(1)}, \mathbf{u}^{(2)}, \ldots, \mathbf{u}^{(n)}\right\}
$$

to show that $M \succeq 0$ it is sufficient to show that $\mathbf{u}^{T} M \mathbf{u} \geq 0, \forall \mathbf{u} \in T$.
Lemma 3.6 For $p, k$ satisfying $k \geq\left(256 / \alpha p^{7 / 2}\right) \sqrt{n \log n}$ and $p \geq 5\left((\log k) / \gamma^{4} k\right)^{1 / 6}$, when $\lambda_{\text {min }}\left(A_{(V \backslash S) \times(V \backslash S)}-p \mathbb{1}_{V \backslash S} \mathbb{1}_{V \backslash S}^{T}\right) \geq-\tau, \gamma \geq 1 / 2+\alpha$ and for choice of $\tau=(d(1 / 2-\alpha) /(1 / 2+\alpha))$ and if there exists a $B$ satisfying $\|B\| \leq 512 \sqrt{n(\log k)} / p^{5 / 2}$, the dual matrix $Y \succeq 0$. Additionally, if the graph is connected, we have that $\lambda_{2}(Y)>0$.

Proof: We will proceed using Fact 3.1 and show that $\mathbf{u}^{T} Y \mathbf{u} \geq 0$, for all eigenvectors $\mathbf{u} \in T$ of the dual matrix $Y$ with high probability (over the randomness of the input). We start with the $\tau$-threshold rank eigenvectors of $\left.A\right|_{S \times S}$ which are now also eigenvectors of $Y$ (after padding them
with 0's). These are already orthonormal since $A_{S \times S}$ is symmetric. Also these eigenvectors have eigenvalue $d+\lambda_{l} \geq 0$ and therefore,

$$
\mathbf{v}^{(l)^{T}} Y \mathbf{v}^{(l)}=\left\langle\mathbf{v}^{(l)}, Y \mathbf{v}^{(l)}\right\rangle=\left(d+\lambda_{l}\right)\left\|\mathbf{v}^{(l)}\right\|^{2} \geq 0, \quad \forall \mathbf{v}^{(l)} \in P .
$$

Now since the dual matrix $Y$ is symmetric, we can extend the set of vectors $P$ to a complete eigenbasis $T$ for $Y$ as follows. We include an eigenvector $\mathbf{x}$ in $T \backslash P$ if $\mathbf{x}\left\langle\mathbf{x}, \mathbf{v}^{(l)}\right\rangle=0, \forall \mathbf{v}^{(l)} \in P$. Since, the eigenvectors added will be orthogonal to zero-padded extended vectors, this also implies that $\left\langle\mathbf{x}_{S}, \mathbf{v}^{(l)}\right\rangle=0, \forall \mathbf{v}^{(l)} \in P$ and hence,

$$
\mathbf{x}^{T} A_{S \times S} \mathbf{x}=\mathbf{x}_{S}^{T} A_{S \times S} \mathbf{x}_{S} \geq-\tau\left\|\mathbf{x}_{S}\right\|^{2}
$$

for $\tau \geq 0$. Now we examine the quadratic form for such vectors $\mathbf{x}$ in the subspace formed by vectors of set $T \backslash P$,

$$
\begin{align*}
\mathbf{x}^{T} Y \mathbf{x} & =\mathbf{x}^{T}\left(A_{S \times S}+A_{(V \backslash S) \times(V \backslash S)}+p\left(\mathbb{1}^{T}-\mathbb{1}_{S} \mathbb{1}_{S}^{T}-\mathbb{1}_{V \backslash S} \mathbb{1}_{V \backslash S}^{T}\right)+R+d I+B\right) \mathbf{x}  \tag{3.15}\\
\geq & \mathbf{x}_{S}^{T}\left(A_{S \times S}-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}\right) \mathbf{x}_{S}+\mathbf{x}_{V \backslash S}^{T}\left(A_{(V \backslash S) \times(V \backslash S)}-p \mathbb{1}_{V \backslash S} \mathbb{1}_{V \backslash S}^{T}\right) \mathbf{x}_{V \backslash S}+(d-\|R\|-\|B\|)\|\mathbf{x}\|^{2} \\
\geq & \lambda_{\min } \underbrace{\left(A_{S \times S}-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}\right)}_{=T_{1}}\left\|\mathbf{x}_{S}\right\|^{2}+\lambda_{\min } \underbrace{\left(A_{(V \backslash S) \times(V \backslash S)}-p \mathbb{1}_{V \backslash S} \mathbb{1}_{V \backslash S}^{T}\right)}_{=T_{2}}\left\|\mathbf{x}_{V \backslash S}\right\|^{2} \\
& +\underbrace{(d-\|R\|-\|B\|)}_{=T_{3}}\|\mathbf{x}\|^{2} .
\end{align*}
$$

Here, above while decomposing our matrix $A$ we have used,

$$
\begin{aligned}
A= & A_{S \times S}+A_{(V \backslash S) \times) V \backslash S)}+\mathbb{E}\left(A_{S \times(V \backslash S)}+A_{(V \backslash S) \times S}\right) \\
& +\left(A_{S \times(V \backslash S)+A_{(V \backslash S) \times S}}-\mathbb{E}\left(A_{S \times(V \backslash S)}+A_{(V \backslash S) \times S}\right)\right) \\
= & \left.A_{S \times S}+p\left(\mathbb{1}^{T}-\mathbb{1}_{S} \mathbb{1}_{S}^{T}-\mathbb{1}_{V \backslash S} \mathbb{1}_{V \backslash S}^{T}\right)+R \quad \text { (Recall that } R \text { is a matrix of form } M-\mathbb{E}[M]\right)
\end{aligned}
$$

Consider the term $T_{1}$. Note that $-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}$ shifts only the $\mathbb{1}_{S}$ eigenvector of $A_{S \times S}$ and the corresponding eigenvalue is then $d-p k$. Letting $D=A_{S \times S}-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}$ and as long as $d-p k \geq-\tau^{12}$ we can claim that,

$$
\begin{equation*}
\mathbf{x}_{S}^{T} D \mathbf{x}_{S} \geq-\tau\left\|\mathbf{x}_{S}\right\|^{2} \tag{3.16}
\end{equation*}
$$

Now, take $T_{2}$. By our assumption on the smallest eigenvalue of $A_{(V \backslash S) \times(V \backslash S)}-p \mathbb{1}_{V \backslash S} \mathbb{1}_{V \backslash S}^{T}$

[^17]we have that,
\[

$$
\begin{equation*}
\mathbf{x}_{V \backslash S}^{T}\left(A_{(V \backslash S) \times(V \backslash S)}-p \mathbb{1}_{V \backslash S} \mathbb{1}_{V \backslash S}^{T}\right) \mathbf{x}_{V \backslash S} \geq \lambda_{\text {min }}\left(A_{(V \backslash S) \times(V \backslash S)}\right)\left\|\mathbf{x}_{V \backslash S}\right\|^{2} \geq-\tau\left\|\mathbf{x}_{V \backslash S}\right\|^{2} \tag{3.17}
\end{equation*}
$$

\]

Using eq. (3.15), eq. (3.17) and eq. (3.16) we obtain that,

$$
\mathbf{x}^{T} Y \mathbf{x} \geq(d-\tau-\|R\|-\|B\|)\|\mathbf{x}\|^{2}
$$

Finally, for $T_{3}$, recall that $\|R\| \leq 2 \sqrt{n}$ (Claim 2.1) and for our choice of $\tau$ and for $\|B\| \leq$ $256 \sqrt{n(\log k)} / p^{5 / 2}$, in the regimes of $k, n, p$ as stated, we have that,

$$
d-\tau=d\left(1-\frac{1 / 2-\alpha}{1 / 2+\alpha}\right)=\frac{2 \alpha d}{1 / 2+\alpha}=2 \alpha p k \geq \frac{512}{p^{5 / 2}} \sqrt{n \log n} \text { which is } \geq\|B\|+\|R\| .
$$

Therefore, the dual matrix $Y \succeq 0$. Additionally, if the planted bipartite graph is connected, the vector $\mathbb{1}_{S_{1}}-\mathbb{1}_{S_{2}}$ is the only eigenvector with eigenvalue $-d$ and hence by our construction, it is the only eigenvector of $Y$ with eigenvalue 0 . Therefore we have that $\lambda_{2}(Y)>0$.
We next present the algorithm based on the guarantees provided by Lemma 3.6 as,

## Algorithm 1:

Require: $G=(V, E)$, with a $d$-regular planted bipartite graph $S(d=\gamma p k, \gamma \geq 2 / 3)$.
Ensure: The set of vertices in planted bipartite graph $\mathcal{S}$.
1: Initialize $\mathcal{S}=\phi$ to denote the set of recovered vertices.
2: Solve SDP 3.1.
3: Let $\mathcal{S}=\left\{i:\left\|\mathbf{x}_{i}\right\|>0\right\}$
4: Return $\mathcal{S}$.

### 3.2.1.2 Pseudo-random values of dual variables

We now show that the dual SDP 3.2 is feasible. In particular this will be achieved by showing that eq. (3.14) has a solution. Also as discussed, we want the dual solution to satisfy the constraint $\|B\|=\mathcal{O}_{p}(\sqrt{n \log k})$. Lemma 3.6 shows that if there exists a choice of dual variables $B$ which satisfies this constraint, the dual SDP 3.2 is feasible and has rank $n-1$. Turns out, this constraint is implied if $B_{i j} \leq t=\mathcal{O}_{p}(\sqrt{\log k / k})$ as shown below.

Lemma 3.7 For $0 \leq B_{i j} \leq t, \forall(i, j) \in S \times(V \backslash S)$ we have that $\|B\|_{2} \leq 2 t \sqrt{k(n-k)}$.

## Proof:

$$
\begin{aligned}
\|B\|_{2} & \leq\left\|B_{S,(V \backslash S)}\right\|_{2}+\left\|B_{(V \backslash S), S}\right\|_{2}=2\left\|B_{S,(V \backslash S)}\right\|_{2} \leq 2\left\|B_{S, V \backslash S}\right\|_{F} \quad\left(\|M\|_{2} \leq\|M\|_{F}\right) \\
& =2 \sqrt{\sum_{i \in S, j \in V \backslash S} B_{i j}^{2}} \leq 2 t \sqrt{k(n-k)}
\end{aligned}
$$

Corollary 3.1 If $B_{i j} \leq\left(32 L_{\tau} / p^{3 / 2}\right) \sqrt{(\log k) /(1 / 2+\alpha) k}$ we have $\|B\|_{2} \leq\left(256 / p^{5 / 2}\right) \sqrt{n \log k}$.
Proof: Using Lemma 3.7 and setting $t=\left(32 L_{\tau} / p^{3 / 2}\right) \sqrt{(\log k) /(1 / 2+\alpha) k}$ we have,

$$
\|B\|_{2} \leq 2 t \sqrt{k(n-k)}=\frac{64 L_{\tau}}{p^{3 / 2} \sqrt{1 / 2+\alpha}} \sqrt{n \log k}
$$

From Claim 3.1 we have that, $L_{\tau} \leq \gamma p k^{2} / 2 \tau^{2}$ and since we choose $\alpha \leq 1 / 6$, we have $\tau \geq d / 2$ and since $\alpha>0$ we have $\gamma \geq 1 / 2$. Using these bounds we obtain that $\|B\|_{2} \leq\left(256 / p^{5 / 2}\right) \sqrt{n \log k}$

Next we aim to show that there exists a solution to $B_{i j}$ 's which satisfies eq. (3.14) and the criteria in Corollary 3.1 which eventually meets the hypothesis of Lemma 3.6.

Definition 3.3 Consider the collection of linear systems in eq. (3.14). We define a collection of spectral embedding based linear systems by reorganizing this collection as follows.

- For $j \in V \backslash S$, define a system of equations $\mathcal{F}_{j}$.
- In all, this gives a collection of systems $\left\{\mathcal{F}_{j}\right\}_{j \in V \backslash S}$. Each system contains $L_{\tau} \times|S|$ variables. In particular, the system $\mathcal{F}_{j}$ is expressed in the standard form $W \mathbf{x}=\mathbf{b}$, where $W \in \mathbb{R}^{L_{\tau} \times k}$ is a matrix formed by stacking the vectors $\mathbf{v}^{(l)} \in P$ as rows.

Formally a vector $\mathbf{w}^{(i)} \in \mathbb{R}^{L_{\tau}}$ is defined such that, $w_{l}^{(i)}=v_{i}^{(l)}$. This viewpoint goes by the name of spectral embedding in literature and has been explored in other works on graph partitioning, [NJW01, LOT12, LRTV12] etc.

Fix $j \in V \backslash S$ and consider the system $\mathcal{F}_{j}$. The vector $\mathbf{b}$ in this system is a row vector of size $L_{\tau} \times 1$ and has entries given by $b_{l}=-\sum_{i \in S} A_{i j} v_{i}^{(l)}, \forall l \in\left[L_{\tau}\right]$ and $\mathbf{x}$ here is a row vector of size $k \times 1$ where the entry $x_{i}=B_{i j}$ (recall that we have fixed a $j \in V \backslash S$ ). However since $B_{i j}$ 's are not arbitrary variables but dual variables of SDP 3.2, they are constrained. Firstly, they should only be defined for $i \in N(j)$ and secondly they are required to be non-negative. Since the graph on $S \times(V \backslash S)$ is random, the choice of random edges while choosing $N(j)$ (in model
construction, refer Definition 3.1) fixes those corresponding $B_{i j}$ 's that have to be set to zero (whenever the edge $\{i, j\}$ is not present in the graph). For simplicity, consider the case $p=1$, i.e. when $A_{i j}=1$ for all $i \in S, j \notin S$. Here the full set of $B_{i j}$ 's in $S \times(V \backslash S)$ are available and it is easy to satisfy eq. (3.14). This is because for any vector $\mathbf{y} \in \mathbb{R}^{L}$,

$$
\begin{align*}
\mathbf{b}^{T} \mathbf{y} & =\sum_{r \in[L]} b_{r} y_{r}=-\sum_{r \in[L]} \sum_{i \in S} v_{i}^{(r)} y_{r}=-\sum_{i \in S} \sum_{r \in[L]} v_{i}^{(r)} y_{r}  \tag{3.18}\\
& =-\sum_{i \in S} \sum_{r \in[L]} w_{r}^{(i)} y_{r}=-\sum_{i \in S}\left\langle\mathbf{w}^{(i)}, y\right\rangle=-\left\langle\sum_{i \in S} \mathbf{w}^{(i)}, \mathbf{y}\right\rangle=0 . \tag{3.19}
\end{align*}
$$

where the last equality holds since $\mathbf{v}^{(l)}$ is orthogonal to $\mathbb{1}_{S}$ eigenvector ${ }^{13}$ translates to $\sum_{i \in S} \mathbf{w}^{(i)}$ beging zero. Using the standard variant of Farkas' Lemma (refer [BV04]), this immediately implies the existence of a solution to equation eq. (3.14). However, in general, for $p<1$, the eq. (3.18) does not hold and we need to do more work here.

Now, let $\tilde{W}$ denote the submatrix after removing the columns corresponding to $i \notin N(j)$ and $t$ to be the absolute bound on the entries of $B$ matrix (as desired in Corollary 3.1). We thus consider the following feasibility LP formulation for this problem.

## LP 3.1

$$
\begin{align*}
& \tilde{W} \mathbf{x}=\mathbf{b}  \tag{3.20}\\
& 0 \leq \mathbf{x} \leq t \mathbb{1} \tag{3.21}
\end{align*}
$$

The feasibility for such LPs is typically characterized by the Theorem of Alternatives (e.g., Farkas' Lemma). The standard variants for these deal with either the equality constraints or the inequality constraints. Here, our LP 3.1 has mixed constraints, but we can derive a Farkas' Lemma style Theorem of Alternatives (along the lines of [BV04]) as.

Proposition 3.1 (Folklore) For a fixed $\mathbf{u} \in \mathbb{R}^{L \tau}$, exactly one out of these two systems of linear equations is feasible,

1. $\{\mathbf{x}: C \mathbf{x}=\mathbf{f}, \mathbf{0} \leq \mathbf{x} \leq \mathbf{u}\}$.
2. $\left\{\mathbf{y}: C^{T} \mathbf{y}+\mathbf{z} \geq 0, \mathbf{f}^{T} \mathbf{y}+\mathbf{u}^{T} \mathbf{z}<0, \mathbf{y} \in \mathbb{R}^{L_{\tau}}, \mathbf{z} \geq 0\right\}$.
[^18]Proof: For completeness, we give a proof along the lines of proof for the standard variants of Farkas' Lemma in Section 3.3.2.

Corollary 3.2 The primal LP 3.1 is feasible iff

$$
\begin{equation*}
\forall \mathbf{y} \in \mathbb{R}^{L_{\tau}}, \forall \mathbf{z} \geq 0, \tilde{W}^{T} \mathbf{y}+\mathbf{z} \geq 0 \Longrightarrow \mathbf{b}^{T} \mathbf{y}+t\langle\mathbf{z}, \mathbb{1}\rangle \geq 0 \tag{3.22}
\end{equation*}
$$

Proof: $\quad$ The above follows by setting $\mathbf{u}=t \mathbb{1}, \mathbf{f}=\mathbf{b}$ and $C=\tilde{W}$ in Proposition 3.1.
We wish to compute a value of $t>0$ such that the eq. (3.22) holds. Proving this seems to require a better understanding of the structure of these embedding vectors $\mathbf{w}^{(i)}$ 's. Since these are intimately connected to the threshold rank eigenvectors $\mathbf{v}^{(l)}$, we use the structure of threshold rank eigenvectors to characterize the embedding vectors. Therefore, next (in Lemma 3.8 and Lemma 3.9) we prove some useful properties of these eigenvectors which will be used in the analysis. Throughout the rest of the section we will assume that the eigenvectors $\left\{\mathbf{v}^{(1)}, \ldots, \mathbf{v}^{\left(L_{\tau}\right)}\right\} \in P$ have unit norm.

Lemma 3.8 For an eigenvector $\mathbf{v}^{(l)} \in P$ we have that, $\left\|\mathbf{v}^{(l)}\right\|_{\infty} \leq \frac{2}{\sqrt{d}}$.
Proof: Since $\mathbf{v}^{(l)}$ is an eigenvector of $\left.A\right|_{S \times S}$ we have that,

$$
\begin{equation*}
\left.A\right|_{S \times S} \mathbf{v}^{(l)}=\lambda_{l} \mathbf{v}^{(l)}=-d(1-\delta) \mathbf{v}^{(l)} . \tag{3.23}
\end{equation*}
$$

where $\delta \in[0,1 / 2]$ (since by our choice of $\alpha$ we always have $\tau>d / 2$ ). We compare the vectors in eq. (3.23) component wise and we have that,

$$
\begin{equation*}
\sum_{i \in N(j)} \mathbf{v}_{i}^{(l)}=-d(1-\delta) \mathbf{v}_{j}^{(l)} \quad \forall j \in S \tag{3.24}
\end{equation*}
$$

We take absolute value on both sides and use Cauchy-Schwarz inequality. This gives

$$
\left|-d(1-\delta) \mathbf{v}_{j}^{(l)}\right|=\left|\sum_{i \in N(j)} \mathbf{v}_{i}^{(l)}\right|=\left|\left\langle\mathbb{1}_{N(j)}, \mathbf{v}^{(l)}\right\rangle\right| \leq \sqrt{d} \sqrt{\left\|\mathbf{v}^{(l)}\right\|^{2}} \leq \sqrt{d}
$$

This allows us to give an upper bound on the $l_{\infty}$ norm of the eigenvector $\mathbf{v}^{(l)}$ by comparing the left and right hand side as,

$$
\begin{equation*}
\left|v_{j}^{(l)}\right| \leq \frac{1}{(1-\delta) \sqrt{d}} \leq \frac{2}{\sqrt{d}} . \tag{3.25}
\end{equation*}
$$

Lemma 3.9 For a fixed $j \in V \backslash S$ and for $\left\{\mathbf{w}^{(i)} \mid i \in N(j)\right\}$, the spectral embedding of randomly selected neighbours of $j$, we have that with probability $\geq 1-\mathcal{O}\left(1 / k^{4}\right)$

$$
\left\|\sum_{i \in N(j)} \mathbf{w}^{(i)}\right\|_{2} \leq 2 \sqrt{L_{\tau} \log k}
$$

Proof: To show the claim above, we first show that $\left\|\sum_{i \in N(j)} \mathbf{w}^{(i)}\right\|_{\infty} \leq 2 \sqrt{\log k}$. Now since $\left\{\mathbf{v}^{(1)}, \ldots, \mathbf{v}^{\left(L_{\tau}\right)}\right\}$ were orthogonal to $\mathbb{1}_{S}$ vector to start with, $\sum_{i \in S} \mathbf{w}^{(i)}=0$. Let $r \in\left[L_{\tau}\right]$ denote the index which maximizes $\left|\sum_{i \in N(j)} w_{l}^{(i)}\right|$. Since $\sum_{i \in S} w_{r}^{(i)}=0$ we have that,

$$
\mathbb{E}\left[\sum_{i \in N(j)} w_{r}^{(i)}\right]=0 .
$$

Then we can use Hoeffding bounds (Fact 2.2) to bound as,

$$
\begin{aligned}
\mathbb{P}\left[\left|\sum_{i \in N(j)} w_{r}^{(i)}\right| \geq 2 \sqrt{\log k}\right] & \leq 2 \exp \left(-\frac{4 \log k}{\sum_{i=1}^{k} w_{r}^{(i)^{2}}}\right)=2 \exp \left(-\frac{4 \log k}{\sum_{i=1}^{k} v_{i}^{()^{2}}}\right) \\
& =2 \exp (-4 \log k)=\frac{2}{k^{4}}
\end{aligned}
$$

Therefore with probability $\geq 1-\mathcal{O}\left(1 / k^{4}\right)$, we have that $\left\|\sum_{i \in N(j)} \mathbf{w}^{(i)}\right\|_{2} \leq 2 \sqrt{L_{\tau} \log k}$.
Proposition 3.2 For choice of $t=\left(32 L_{\tau} / p^{3 / 2}\right)(\sqrt{(\log k) / \gamma k})$ and for $p \geq 5\left((\log k) / \gamma^{4} k\right)^{1 / 6}$, with high probability (over the randomness of the input instance),

$$
\forall \mathbf{y} \in \mathbb{R}^{L_{\tau}}, \forall \mathbf{z} \geq 0, \tilde{W}^{T} \mathbf{y}+\mathbf{z} \geq 0 \Longrightarrow \mathbf{b}^{T} \mathbf{y}+t\langle\mathbf{z}, \mathbb{1}\rangle \geq 0
$$

Proof: For the sake of contradiction, suppose there exists a $\mathbf{y} \in \mathbb{R}^{L_{\tau}}$ and $\mathbf{z} \geq 0$ such that $\tilde{W}^{T} \mathbf{y}+\mathbf{z} \geq 0$ and $\mathbf{b}^{T} \mathbf{y}+t\langle\mathbf{z}, \mathbb{1}\rangle<0$. We can then write the given condition
$\tilde{W}^{T} \mathbf{y}+\mathbf{z} \geq 0$ in the form $\left(\tilde{W}^{T} \mathbf{y}\right)_{i}+z_{i} \geq 0$, use $\left(\tilde{W}^{T} \mathbf{y}\right)_{i}=\left\langle\mathbf{w}^{(i)}, \mathbf{y}\right\rangle$ to get $z_{i} \geq-\left\langle\mathbf{w}^{(i)}, \mathbf{y}\right\rangle$.
Now since we have that $\mathbf{z} \geq 0$, it is sufficient if we prove our claim for the minimum possible value of $\mathbf{z}$. We do so by setting $z_{i}=\max \left\{0,-\left\langle\mathbf{w}^{(i)}, \mathbf{y}\right\rangle\right\}$. This is sufficient because $t>0$ and
$\langle\mathbf{z}, \mathbb{1}\rangle \geq 0$ and hence $\mathbf{b}^{T} \mathbf{y}+t\langle\mathbf{z}, \mathbb{1}\rangle$ can only increase for a larger value of $\mathbf{z}$. We then express the term $\mathbf{b}^{T} \mathbf{y}$ as,

$$
\begin{align*}
\mathbf{b}^{T} \mathbf{y} & =\sum_{r \in\left[L_{\tau}\right]} b_{r} y_{r}=-\sum_{r \in\left[L_{\tau}\right]} \sum_{i \in N(j)} v_{i}^{(r)} y_{r}=-\sum_{i \in N(j)} \sum_{r \in\left[L_{\tau}\right]} v_{i}^{(r)} y_{r}  \tag{3.26}\\
& =-\sum_{i \in N(j)} \sum_{r \in\left[L_{\tau}\right]} w_{r}^{(i)} y_{r}=-\sum_{i \in N(j)}\left\langle\mathbf{w}^{(i)}, \mathbf{y}\right\rangle . \tag{3.27}
\end{align*}
$$

Using the value of $\mathbf{z}$ as above i.e $z_{i}=\max \left\{0,-\left\langle\mathbf{w}^{(i)}, \mathbf{y}\right\rangle\right\}$, we can rewrite the condition $\mathbf{b}^{T} \mathbf{y}+t\langle\mathbf{z}, \mathbb{1}\rangle<0$ as,

$$
\begin{equation*}
\sum_{i \in N(j)}\left\langle\mathbf{w}^{(i)}, \mathbf{y}\right\rangle+t \sum_{i \in N(j)} \min \left\{0,\left\langle\mathbf{w}^{(i)}, \mathbf{y}\right\rangle\right\}>0 \tag{3.28}
\end{equation*}
$$

To finish the proof by contradiction, we will show that eq. (3.28) does not hold for our choice of $t$. Without loss of generality we assume $\|\mathbf{y}\|=1$ and proceed to bound the first term in the expression on left hand side of eq. (3.28) as,

$$
\begin{equation*}
\sum_{i \in N(j)}\left\langle\mathbf{w}^{(i)}, \mathbf{y}\right\rangle=\left\langle\mathbf{y}, \sum_{i \in N(j)} \mathbf{w}^{(i)}\right\rangle \leq\|\mathbf{y}\|\left\|\sum_{i \in N(j)} \mathbf{w}^{(i)}\right\| \leq 2 \sqrt{L_{\tau} \log k} \tag{3.29}
\end{equation*}
$$

where the last inequality follows from Lemma 3.9. In Lemma 3.11 we give an upper bound on the second term as

$$
\begin{equation*}
\sum_{i \in N(j)} \min \left\{0,\left\langle\mathbf{w}^{(i)}, \mathbf{y}\right\rangle\right\} \leq-(p / 16) \sqrt{d / L_{\tau}} \tag{3.30}
\end{equation*}
$$

The bounds in eq. (3.29) and eq. (3.30) hold for a fixed $j \in V \backslash S$, but since these bounds come from Lemma 3.9 and Lemma 3.11 which hold with probability $\geq 1-\mathcal{O}\left(1 / n^{2}\right)$; we do a union bound over all $j \in V \backslash S$ such that these bounds hold for all $j \in V \backslash S$ with high probability (over the randomness of the input instance). Then for our choice of $t=\left(32 L_{\tau} / p^{3 / 2}\right)(\sqrt{(\log k) / \gamma k})$ in eq. (3.28) we get,

$$
2 \sqrt{L_{\tau} \log k}-\left(\frac{32 L_{\tau} \sqrt{\log k}}{p^{3 / 2} \sqrt{\gamma k}}\right)\left(\frac{p \sqrt{d}}{16 \sqrt{L_{\tau}}}\right)=2 \sqrt{L_{\tau} \log k}-\left(\frac{32 L_{\tau} \sqrt{\log k}}{p^{3 / 2} \sqrt{\gamma k}}\right)\left(\frac{p^{3 / 2} \sqrt{\gamma k}}{16 \sqrt{L_{\tau}}}\right)=0 .
$$

and hence eq. (3.28) doesn't hold.

Towards bounding the second term, we use a well known fact (e.g. shown in [LRTV11])) that these spectral embedding vectors are isotropic (upto a scaling of $\sqrt{k}$ ) where $i \in N(j)$ are being sampled randomly as per $G_{n, p}$ distribution. For $p=1$, we can then show that equation eq. (3.28) does not hold and we are done. However, for $p<1$, we have $\mathbb{E}\left[\mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}\right]=p$ and these vectors are close to isotropic. We formalize this in lemma 3.10 by using Matrix Bernstein concentration inequality. We thus show a lower bound on

$$
\begin{equation*}
\sum_{i \in N(j)}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle^{2} \geq p / 2 \tag{3.31}
\end{equation*}
$$

showing that these are $p / 2$-isotropic ${ }^{14}$.
Lemma 3.10 For an arbitrary $\mathbf{y} \in \mathbb{R}^{L_{\tau}}$ and a fixed $j \in V \backslash S$, for $p \geq 5\left(\log k / \gamma^{4} k\right)^{1 / 6}$, we have that with probability $\geq 1-\mathcal{O}\left(1 / k^{4}\right)$,

$$
\sum_{i \in N(j)}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle^{2} \geq \frac{p}{2}
$$

## Proof:

$$
\sum_{i \in N(j)}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle^{2}=\sum_{i \in N(j)}\left(\mathbf{y}^{T} \mathbf{w}^{(i)}\right)\left(\mathbf{w}^{(i)^{T}} \mathbf{y}\right)=\mathbf{y}^{T}\left(\sum_{i \in N(j)} \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}\right) \mathbf{y}
$$

Claim 3.2 We let $M=\sum_{i \in N(j)} \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}$, a matrix of size $L_{\tau} \times L_{\tau}$ then,

$$
\mathbb{E}\left[M_{r s}\right]=0 \text { for } r \neq s \text { and } \mathbb{E}\left[M_{r r}\right]=p
$$

Proof: A proof of this can be found in [LRTV11]. For completeness we give a proof in Section 3.3.3

Therefore we conclude that $\mathbb{E}[M]=p I$. Next, we show the concentration of the matrix $M$ by using Matrix Bernstein inequality Theorem 6.1 [Tro12] stated here as,

Fact 3.2 (Matrix Bernstein inequality) For a sequence of independent,symmetric, and random matrices $\left\{X_{i} \in \mathbb{R}^{k \times k}\right\}_{i=1}^{k}$ where,

- $\mathbb{E}\left[X_{i}\right]=0$

[^19]- $\left\|X_{i}\right\| \leq \rho$
- $\nu=\left\|\mathbb{E}\left[\sum_{i}\left(X_{i}^{2}\right)\right]\right\|$
we have that for all $\varepsilon \geq 0$,

$$
\mathbb{P}\left[\left\|\sum_{i} X_{i}\right\| \geq \varepsilon\right] \leq 2 k \exp \left(\frac{-\varepsilon^{2}}{2 \nu+2 \rho 3}\right) .
$$

In our setting we let,

$$
Y_{i}= \begin{cases}\mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}} & \text { if } i \in N(j) \\ 0 & \text { otherwise }\end{cases}
$$

and define the random matrices $X_{i}=Y_{i}-\mathbb{E}\left[Y_{i}\right]$ so that $\mathbb{E}\left[X_{i}\right]=0$. Writing this explicitly we have,

$$
X_{i}= \begin{cases}\left.(1-p) \mathbf{w}^{(i)} \mathbf{w}^{(i)}\right)^{T} & \text { if } i \in N(j) \\ -p \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}} & \text { otherwise }\end{cases}
$$

From above we can see that,

$$
\left\|X_{i}\right\| \leq \max \left\{\left\|p \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}\right\|,\left\|(1-p) \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}\right\|\right\} \leq\left\|\mathbf{w}^{(i)}\right\|^{2} \leq \frac{2 L_{\tau}}{d}
$$

where we have used the fact that $\mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}$ is a rank one matrix and hence $\left\|\mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}\right\| \leq$ $\left\|\mathbf{w}^{(i)}\right\|^{2}$. and the last inequality holds due to lemma 3.8. Hence we choose value of $\rho=2 L_{\tau} / d$. Next we bound the variance $\nu$ as,

$$
\begin{equation*}
\nu=\left\|\mathbb{E}\left[\sum_{i \in S} X_{i}^{2}\right]\right\|=\left\|\sum_{i \in S} \mathbb{E}\left[X_{i}^{2}\right]\right\| \leq \sum_{i \in S}\left\|\mathbb{E}\left[X_{i}^{2}\right]\right\| . \tag{3.32}
\end{equation*}
$$

To compute $\mathbb{E}\left[X_{i}^{2}\right]$ we note that,

$$
X_{i}^{2}= \begin{cases}(1-p)^{2} \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}} \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}} & \text { if } i \in N(j) \\ p^{2} \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}} \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}} & \text { otherwise }\end{cases}
$$

Therefore $\mathbb{E}\left[X_{i}^{2}\right]=p(1-p) \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}} \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}$ and using this in eq. (3.32) we get, $\nu \leq \sum_{i \in S}\left\|\mathbb{E}\left[X_{i}^{2}\right]\right\| \leq p(1-p) \sum_{i \in S}\left\|\mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}\right\|\left\|\mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}\right\| \leq \sum_{i \in S}\left\|\mathbf{w}^{(i)}\right\|^{4}=k\left\|\mathbf{w}^{(i)}\right\|^{4} \leq \frac{16 L_{\tau}{ }^{2} k}{d^{2}}$.

Using the value of $\nu, \rho$ and the fact that $\mathbb{E}\left[\sum_{i \in N(j)} \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}\right]=p I$ and choosing $\varepsilon=p / 2$ we have that,

$$
\begin{align*}
\mathbb{P}\left[\left\|\sum_{i \in N(j)} \mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}-p I\right\| \geq \frac{p}{2}\right] & \leq 2 k \exp \left(-\frac{\left(p^{2} / 4\right)}{2\left(16 L_{\tau}^{2} k / d^{2}\right)+\left(2 p L_{\tau} / 3 d\right)}\right)  \tag{3.34}\\
& \leq 2 k \exp \left(-\frac{p^{2} / 4}{2\left(32 L_{\tau}^{2} k\right) / d^{2}}\right) \quad\left(\left(32 L_{\tau}^{2} k\right) / d^{2} \geq \frac{\left(2 p L_{\tau}\right)}{3 d}\right) \\
& \leq 2 k \exp \left(-\frac{\gamma^{4} p^{6} k}{1024}\right) \quad \text { (Using Claim 3.1). }
\end{align*}
$$

For $\gamma \geq 1 / 2$ and $p \geq 5\left(\log k / \gamma^{4} k\right)^{1 / 6}$, Lemma 3.10 holds with probability $\geq 1-\mathcal{O}\left(1 / k^{4}\right)$.
With these bounds at hand we proceed to bound the second term in eq. (3.28) as,
Lemma 3.11 For a unit vector $\mathbf{y} \in \mathbb{R}^{L_{\tau}}$ and $j \in V \backslash S$ and for $p \geq 5\left((\log k) / \gamma^{4} k\right)^{1 / 6}$ with probability $\geq 1-\mathcal{O}\left(1 / k^{4}\right)$ we have that,

$$
\sum_{i \in N(j)} \min \left\{0,\left\langle\mathbf{w}^{(i)}, \mathbf{y}\right\rangle\right\} \leq-\frac{p}{16} \sqrt{\frac{d}{L_{\tau}}}
$$

Proof: We start by defining these two sets,

$$
\begin{aligned}
& \mathcal{P}=\left\{i \in N(j):\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle \geq 0\right\} \\
& \mathcal{N}=\left\{i \in N(j):\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle<0\right\}
\end{aligned}
$$

Clearly the summation over terms in $\mathcal{P}$ is 0 so we focus on the terms in $\mathcal{N}$. We first consider the case when $\sum_{i \in \mathcal{N}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle^{2} \geq p / 4$ and since $\left|\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle\right| \leq\|\mathbf{y}\|\left\|\mathbf{w}^{(i)}\right\| \leq 2 \sqrt{L \tau} / \sqrt{d}$ (using Lemma 3.8) we have that,

$$
\frac{p}{4} \leq \sum_{i \in \mathcal{N}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle^{2}=\sum_{i \in \mathcal{N}}\left|\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle\right|^{2} \leq 2 \sqrt{\frac{L_{\tau}}{d}} \sum_{i \in \mathcal{N}}\left|\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle\right|
$$

and therefore $\sum_{i \in \mathcal{N}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle \leq-(p / 8) \sqrt{d / L_{\tau}}$.

Next we consider the case when $\sum_{i \in \mathcal{N}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle^{2}<p / 4$. Now in this case, from Lemma 3.9 we know that, $\left\|\sum_{i \in N(j)} \mathbf{w}^{(i)}\right\|_{2} \leq 2 \sqrt{L_{\tau} \log k}$, we can write,

$$
\begin{equation*}
\left|\sum_{i \in N(j)}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle\right|=\left|\left\langle\mathbf{y}, \sum_{i \in N(j)} \mathbf{w}^{(i)}\right\rangle\right| \leq\|\mathbf{y}\|\left\|\sum_{i \in N(j)} \mathbf{w}^{(i)}\right\| \leq 2 \sqrt{L_{\tau} \log k} \tag{3.35}
\end{equation*}
$$

From eq. (3.35) we obtain that,

$$
\sum_{i \in \mathcal{P}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle \leq-\sum_{i \in \mathcal{N}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle+2 \sqrt{L_{\tau} \log k}
$$

Using eq. (3.35) and $\sum_{i \in \mathcal{N}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle^{2}<p / 4$ we have that,

$$
\begin{align*}
\frac{p}{4} & \leq \sum_{i \in \mathcal{P}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle^{2} \leq\|\mathbf{y}\| \max _{i \in \mathcal{P}}\left\|\mathbf{w}^{(i)}\right\| \sum_{i \in \mathcal{P}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle \leq 2 \sqrt{\frac{L_{\tau}}{d}} \sum_{i \in \mathcal{P}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle  \tag{3.36}\\
& \leq-2 \sqrt{\frac{L_{\tau}}{d}} \sum_{i \in \mathcal{N}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle+4 \sqrt{\frac{L_{\tau}{ }^{2} \log k}{d}} \tag{3.37}
\end{align*}
$$

We wish that the term $4 \sqrt{L_{\tau}{ }^{2}(\log k) / d} \leq p / 8$ and by using $L_{\tau}$ from Claim 3.1, we get that this holds is implied by

$$
p^{2} \geq 1024\left(\frac{\gamma p k^{2}}{2 \tau^{2}}\right)^{2} \frac{\log k}{d} \text { which holds if } p \geq 1024\left(\frac{\gamma p k^{2}}{2(d / 2)^{2}}\right)^{2} \frac{\log k}{d}
$$

where we have accounted for the worst case value of $\tau=d / 2$. Now using $d=\gamma p k$ we can rewrite as,

$$
p^{2} \geq 1024\left(\frac{\gamma p k^{2}}{2(\gamma p k / 2)^{2}}\right)^{2} \frac{\log k}{\gamma p k}=\left(\frac{4096}{\gamma^{3} p^{3}}\right) \frac{\log k}{k}
$$

Therefore when $p \geq 6\left(\log k / \gamma^{3} k\right)^{1 / 5}$ we have $4 \sqrt{L_{\tau}{ }^{2}(\log k) / d} \leq p / 8$ and solving for $\sum_{i \in \mathcal{N}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle$ in eq. (3.36) we have that,

$$
\sum_{i \in \mathcal{N}}\left\langle\mathbf{y}, \mathbf{w}^{(i)}\right\rangle \leq-\frac{p}{16} \sqrt{\frac{d}{L_{\tau}}} .
$$

We note that this lower bound on $p$ is subsumed by the bound from Lemma 3.10.

### 3.2.2 Low degree regimes

Now we consider the regimes when $d=\gamma p k$ with $\gamma \leq 2 / 3$. We next show that a simple algorithm (due to [Kuc95]) that collects the bottom $k$ degrees of the graph will work in these regimes since the vertices in $S$ will have degrees standing out from the rest of the graph.

## Algorithm 2:

Require: $G=(V, E)$, with a $d$-regular planted bipartite graph $S(d=\gamma p k, \gamma \leq 2 / 3)$.
Ensure: The set of vertices in planted bipartite graph $\mathcal{S}$.
1: Initialize $\mathcal{S}=\phi$ to denote the set of recovered vertices.
2: Sort the degrees of the vertices in $G$.
3: Let $\mathcal{S}$ be the set of bottom $k$ degrees after sorting.
4: Return $\mathcal{S}$.
Lemma 3.12 For $k \geq 6 \sqrt{n \log n} / p$ the Algorithm 2 returns the planted set $S$ with high probability (over the randomness of the input).

Proof: For a vertex $v \in S$ the degree of the vertex can be upper bounded with high probability (over the randomness of the input) as,

$$
d(v) \leq d+p(n-k)+\sqrt{n \log n} .
$$

and for a vertex $v^{\prime} \notin S$ the degree can be lower bounded with high probability (over the randomness of the input) as,

$$
d\left(v^{\prime}\right) \geq p n-\sqrt{n \log n} .
$$

where the $\sqrt{n \log n}$ terms are the high probability bounds after applying Chernoff bounds on respective degrees. The degrees differ as,

$$
\begin{equation*}
d\left(v^{\prime}\right)-d(v) \geq p k-d-2 \sqrt{n \log n}=\frac{p k}{3}-2 \sqrt{n \log n} \tag{3.38}
\end{equation*}
$$

where the equality follows from choice of $\tau=2 d / 3$. It is also evident from eq. (3.38) that for $k \geq 6 \sqrt{n \log n} / p$, with high probability (over the randomness of the input), the degree for vertex $v \in S$ stands out.

### 3.2.3 Action of Adversary

We recall that in Item 5 of our model construction (Definition 3.1), we allow a monotone adversary to arbitrarily add edges between two vertices of $(V \backslash S) \times(V \backslash S)$. Next, we argue
that despite the action of an adversary, our algorithms. (Algorithm 1 and Algorithm 2) still return the planted set $S$. For the regimes of $\gamma \leq 2 / 3$ where Algorithm 2 returns the planted set, this is obvious since our algorithm relies on the difference between the degree of vertices in $S$ and $V \backslash S$ and the action of adversary only amplifies the difference. For $\gamma \geq 2 / 3$, we use the argument from the work [FK01] to recover the planted set $S$ under the action of an adversary.

Lemma 3.13 Let $\tilde{G}$ be the graph obtained after action of adversary on $G$ as per Item 5, $\operatorname{OPT}(\tilde{G})=\mathrm{OPT}(G)$ and the solution in eq. (3.6) is the unique solution.

Proof: We start by writing out an exact formulation of the problem as an integer quadratic program,

QP 3.1

$$
\min \sum_{\{i, j\} \in E} x_{i} x_{j}
$$

subject to

$$
\begin{array}{ll}
\sum_{i \in V} x_{i}^{2}=k & \\
x_{i} x_{j} \leq 0 & \forall\{i, j\} \in E \\
x_{i}^{2} \in\{0,1\} & \tag{3.41}
\end{array}
$$

We denote by QPOPT $(G)$ to be the minimum objective value to QP 3.1. Now since this is an exact formulation for our problem we have that, OPT $(G)=$ QPOPT $(G)$. Note that SDP 3.1 is a relaxation to QP 3.1 (after scaling by a factor of $k$ ) and hence,

$$
\begin{equation*}
\operatorname{SDPOPT}(G) \leq \mathrm{OPT}(G)=\operatorname{QPOPT}(G) \tag{3.42}
\end{equation*}
$$

We will prove our claim by induction on the number of edges added by adversary in Item 5 . We consider the base case first and let $G^{\prime}$ to be the graph obtained after adding an edge to $G$, then since the integral solution Equation (3.6) is still a feasible solution to QP 3.1 for $G^{\prime}$, using equality in eq. (3.42) we have that,

$$
\operatorname{OPT}\left(G^{\prime}\right)=\operatorname{QPOPT}\left(G^{\prime}\right) \leq-k d
$$

Also using inequality in eq. (3.42) we have that,

$$
-k d-1 \leq \operatorname{SDPOPT}\left(G^{\prime}\right) \leq \mathrm{OPT}\left(G^{\prime}\right)
$$

where first inequality follows from the fact that a solution of value strictly smaller than $-k d-1$ to SDPOPT $\left(G^{\prime}\right)$ would imply a solution of value strictly smaller that $-k d$ to $\operatorname{SDPOPT}(G)$ since removing an edge, the objective falls by at most 1, due to the SDP constraints. Therefore we have that,

$$
-k d-1 \leq \mathrm{OPT}\left(G^{\prime}\right) \leq-k d
$$

Now since OPT $\left(G^{\prime}\right)$ is an integer, it can either be $-k d$ or $-k d-1$. However if OPT $\left(G^{\prime}\right)=$ $-k d-1$, then SDPOPT $\left(G^{\prime}\right) \leq-k d-1$ and once we remove the edge back from $G^{\prime}$ to obtain $G$ the SDP solution is still a feasible solution to $G$ with value less than or equal to $-k d$. However this solution is different from the integral solution $\mathbf{g g}^{T}$ since for the solution $\mathbf{g g}^{T}$, SDPOPT $\left(G^{\prime}\right)$ would have been $-k d$ as well. Therefore, we have obtained a new solution to our $S D P$ 3.1. However as argued in Fact 2.6, our SDP can only have a unique solution. Therefore we have that OPT $\left(G^{\prime}\right)=-k d=\mathrm{OPT}(G)$. This argument also proves that the SDP solution to $G^{\prime}$ has to be $\mathbf{g g}^{T}$ since otherwise we again get a contradiction to Fact 2.6 for $G$. Now $\tilde{G}$ is obtained by a sequence of such operations on $G$ and the argument above holds for each such operation, and therefore,

$$
\operatorname{OPT}(G)=\mathrm{OPT}\left(G^{\prime}\right)=\ldots=\operatorname{OPT}(\tilde{G})
$$

We have now established everything to prove Theorem 3.4.
Proof: [Proof of Theorem 3.4] For $\gamma \leq 2 / 3$, as argued above in Lemma 3.12 that the Algorithm 2 recovers the planted set. For $\gamma \geq 2 / 3$, we know that for $p \geq 5\left((\log k) / \gamma^{4} k\right)^{1 / 6}$ and choice of $t=\left(32 L_{\tau} / p^{3 / 2}\right)(\sqrt{\log k / \gamma k})$ the LP 3.1 has a solution. As argued in Corollary 3.1 this already implies that $\|B\|_{2} \leq\left(256 / p^{5 / 2}\right) \sqrt{n \log k}$.

Given this bound on $\|B\|_{2}$, Lemma 3.6 guarantees that the Algorithm 1 returns the planted set $S$ with high probability (over the randomness of the input). Furthermore the lower bound on $k$ in Lemma 3.6 implies the bound on $k$ in the Lemma 3.12. As argued in Lemma 3.13, the solution due to SDP remains optimal even after action of monotone adversary as per Item 5 . Therefore Algorithm 1 and Algorithm 2 still return the planted set $S$ respectively.

### 3.3 Miscellaneous proofs

### 3.3.1 Computing the dual of SDP 3.1

We compute the dual by writing SDP in matrix form as,

## SDP 3.3

$$
\min \langle A, X\rangle
$$

subject to

$$
\begin{array}{ll}
\langle I, X\rangle=1 & \\
\left\langle\mathbb{1}_{i j}, X\right\rangle \leq 0 & \forall\{i, j\} \in E \\
\left\langle\mathbb{1}_{j i}, X\right\rangle \leq 0 & \forall\{i, j\} \in E \\
X \succeq 0 . & \tag{3.46}
\end{array}
$$

and we compute the Lagrangian associated with SDP 3.3 as,

$$
\mathcal{L}(X, B, Y, \beta)=\langle A, X\rangle+\beta(1-\langle I, X\rangle)+\sum_{\{i, j\} \in E} B_{i j}\left\langle\mathbb{1}_{i j}, X\right\rangle+\sum_{\{i, j\} \in E} B_{j i}\left\langle\mathbb{1}_{j i}, X\right\rangle-\langle Y, X\rangle
$$

where $\beta$ is unconstrained Lagrange dual variable for the equality constraint and $B$ is the matrix of non-negative Lagrange variables $B_{i j}$ 's and $B_{j i}$ 's for the inequality constraints and $Y$ is a p.s.d Lagrange dual matrix. We then compute the corresponding Lagrange dual function as,

$$
g(Y, B, \beta)=\inf _{X \succeq 0} \mathcal{L}(X, B, Y, \beta)= \begin{cases}\beta & \text { if } A-\beta I+B-Y=0 \\ -\infty & \text { otherwise }\end{cases}
$$

Therefore we obtain the dual SDP program as described in SDP 3.2

### 3.3.2 Proof of Proposition 3.1

Proof: Let there be a solution to the first system of equations $\{\mathbf{x}: C \mathbf{x}=\mathbf{f}, 0 \leq \mathbf{x} \leq \mathbf{u}\}$ then,

$$
\mathbf{f}^{T} \mathbf{y}+\mathbf{u}^{T} \mathbf{z}=(C \mathbf{x})^{T} \mathbf{y}+\mathbf{u}^{T} \mathbf{z}=\mathbf{x}^{T}\left(C^{T} \mathbf{y}\right)+\mathbf{u}^{T} \mathbf{z}=\mathbf{x}^{T}\left(C^{T} \mathbf{y}+\mathbf{z}\right)+\mathbf{z}^{T}(\mathbf{u}-\mathbf{x}) \geq 0 .
$$

and hence the second system of equations does not have a solution.
To show that the system $\left\{\mathbf{y}: C^{T} \mathbf{y}+\mathbf{z} \geq 0, \mathbf{f}^{T} \mathbf{y}+\mathbf{u}^{T} \mathbf{z}<0, \mathbf{y} \in \mathbb{R}^{L}, \mathbf{z} \geq 0\right\}$ has a solution implies that the first system has a solution; we start with a contradiction. Let there be no solution to $\{\mathbf{x}: C \mathbf{x}=\mathbf{f}, 0 \leq \mathbf{x} \leq \mathbf{u}\}$. In other words

$$
\nexists \mathbf{f} \in \mathcal{C} \text { where } \mathcal{C}:=\{C \mathbf{x}: 0 \leq \mathbf{x} \leq \mathbf{u}\}
$$

Since $\mathcal{C}$ is a closed convex set; by hyperplane separation theorem we have that there exists a $\mathbf{y}$
such that,

$$
\langle\mathbf{y}, \mathbf{f}\rangle>\sup _{\mathbf{c} \in \mathrm{C}}\langle\mathbf{y}, \mathbf{c}\rangle=\sup _{0 \leq \mathbf{x} \leq \mathbf{u}}\langle\mathbf{y}, C \mathbf{x}\rangle=\sup _{0 \leq \mathbf{x} \leq \mathbf{u}}\left\langle C^{T} \mathbf{y}, \mathbf{x}\right\rangle>0 .
$$

where the last inequality holds by setting $\mathbf{x}=0$ since $\mathbf{0} \in \mathcal{C}$. Now since both $\mathbf{u}, \mathbf{z} \geq \mathbf{0}$ we have that,

$$
\mathbf{f}^{T} \mathbf{y}+\mathbf{u}^{T} \mathbf{z}>0
$$

However this is a contradiction to the fact that this system had a solution. Hence the first system has no solution.

### 3.3.3 Proof of Claim 3.2

Proof: By our definition of $M$ we have that,

$$
M_{r r}=\sum_{i \in N(j)}\left(\mathbf{w}^{(i)} \mathbf{w}^{(i)^{T}}\right)_{r r}=\sum_{i \in N(j)}\left(w_{r}^{(i)}\right)^{2}
$$

and taking expectation over the choice of random edges $i \in N(j)$ we obtain,

$$
\mathbb{E}\left[M_{r r}\right]=\mathbb{E}\left[\sum_{i \in S} \mathbb{1}_{i \in N(j)}\left(w_{r}^{(i)}\right)^{2}\right]=\sum_{i \in S} \mathbb{E}\left[\mathbb{1}_{i \in N(j)}\left(w_{r}^{(i)}\right)^{2}\right]
$$

where $\mathbb{1}_{i \in N(j)}$ is an indicator random variable for the edge $\{i, j\}$ and takes the value 1 with probability $p$ and 0 with probability $1-p$. Therefore,

$$
\mathbb{E}\left[M_{r r}\right]=\sum_{i \in S} \mathbb{E}\left[\mathbb{1}_{i \in N(j)}\left(w_{r}^{(i)}\right)^{2}\right]=p \sum_{i \in S}\left(w_{r}^{(i)}\right)^{2}=p \sum_{i \in S}\left(v_{i}^{(r)}\right)^{2}=p\left\|\mathbf{v}^{(r)}\right\|^{2}=p
$$

Similarly we obtain $\mathbb{E}\left[M_{r s}\right]$ for $r \neq s$ as

$$
\begin{aligned}
\mathbb{E}\left[M_{r s}\right] & =\mathbb{E}\left[\sum_{i \in N(j)} w_{r}^{(i)} w_{s}^{(i)}\right]=\mathbb{E}\left[\sum_{i \in S} \mathbb{1}_{i \in N(j)} w_{r}^{(i)} w_{s}^{(i)}\right]=\sum_{i \in S} \mathbb{E}\left[\mathbb{1}_{i \in N(j)} w_{r}^{(i)} w_{s}^{(i)}\right] \\
& =p \sum_{i \in S} w_{r}^{(i)} w_{s}^{(i)}=p \sum_{i \in S} v_{i}^{(r)} v_{i}^{(s)}=p\left\langle\mathbf{v}^{(r)}, \mathbf{v}^{(s)}\right\rangle=0
\end{aligned}
$$

Acknowledgments: The work in this chapter is based on joint work with Akash Kumar and Anand Louis.

## Chapter 4

## Maximum Independent set in hypergraphs

Given a hypergraph $H=(V, E)$, the independent set problem asks to compute a set of vertices such that no hyperedge is completely contained inside the set. Finding the largest independent set problem is NP-hard, since the degenerate graph version of the problem is NP-hard [Kar72]. It follows from the work of [Hås97, Zuc07] that the problem is hard to approximate better than the factor of $n^{1-\varepsilon}$ for every $\varepsilon>0$ unless $\mathrm{P}=\mathrm{NP}$.

## Models and Results

Here, we study the problem in [FK01] semi-random model restated here for $r$-uniform hypergraphs as,

Definition 4.1 Given parameters $n, k, r$, and $p$, a hypergraph $H$ is constructed as follows.

1. Let $V$ be a set of $n$ vertices. Fix an arbitrary subset $S \subset V$ of size $k$.
2. Add a hyperedge independently with probability $p$ for each $r$-tuple of vertices $\left\{i_{1}, i_{2}, \ldots, i_{r}\right\}$, such that $\left\{i_{1}, i_{2}, \ldots, i_{r}\right\} \cap S \neq\{ \}$ and $\left\{i_{1}, i_{2}, \ldots, i_{r}\right\} \cap(V \backslash S) \neq\{ \}$. We denote the hypergraph induced by the collection of such r-tuples as $H[S, V \backslash S]$.
3. Allow a monotone adversary to add $r$-hyperedges arbitrarily to $H[S, V \backslash S]$ and hypergraph induced on $V \backslash S$ denoted by $H[V \backslash S]$.

We introduce the following definition (from [KLP21, Kha21]) for notational convenience.
Definition 4.2 Let $f(r) \stackrel{\text { def }}{=} \frac{r^{5 / 2} 2^{3 r-2} e^{3 r / 2-2}}{\sqrt{3}}$.

We relax the notion of recovery as in [MMT20] and allow a partial recovery by which we mean that we output an independent set of size $(1-\varepsilon) k$ for given $\varepsilon \in(0,1)$ which does not have to be the planted independent set. Formally we prove,

Theorem 4.1 There exists a deterministic algorithm which takes as input $\varepsilon \in(0,1)$ and an instance of Definition 4.1 satisfying

$$
k \geq \max \left\{\frac{r 2^{2 r+2} e^{r}}{3 p}, \frac{(2 r f(r))^{1 /(r-0.5)} n^{(r-1) /(r-0.5)}}{\varepsilon^{1 /(r-0.5)} p^{1 /(2 r-1)}}\right\}
$$

has running time $n^{\mathcal{O}(r)}$, and outputs an independent set of size at least $(1-\varepsilon) k$, with high probability (over the randomness of the input).

## Related Works

The work [HL98b] gives a combinatorial algorithm for the maximum independent set problem to obtain an approximation ratio of $\mathcal{O}\left(n /\left(\log ^{(r-1)} n\right)^{2}\right)$ for a $r$-uniform hypergraph where $\log ^{(r)} n$ denotes a $r$-fold repeated application of $\operatorname{logarithm}$ as $\log \ldots \log n$. This has been improved by Halldórsson in the work [Hal00] where they study the problem on arbitrary weighted hypergraphs and give an $\mathcal{O}(n / \log n)$ approximation algorithm that runs in poly $(n, m)$ time where $m$ denotes the number of hyperedges. From here onwards, a lot of work has been done in studying the problem in special classes of graphs. In this section, we do a brief survey of these results.

The problem has been extensively studied for 3-uniform hypergraphs which contain an independent set of size $\gamma n$. Krivelevich, Nathaniel, and Sudakov [KNS01] give an SDP-based algorithm that finds an independent set of $\operatorname{size} \tilde{\Omega}\left(\min \left(n, n^{6 \gamma-3}\right)\right)$ for $\gamma \geq 1 / 2$. The work by Chlamtac [Chl07] uses an SDP relaxation with the third level of the Lasserre/SoS hierarchy and returns an independent set of size $\Omega\left(n^{1 / 2-\gamma}\right)$. Chlamtac and Singh [CS08] gave an algorithm which computes an independent set of size $n^{\Omega\left(\gamma^{2}\right)}$ (where $\gamma \geq 0$ is a constant) using $\Theta\left(1 / \gamma^{2}\right)$ levels of a mixed hierarchy which they called the intermediate hierarchy.

Halldórsson and Losievskaja [HL09] study the problem on bounded degree hypergraphs. For hypergraphs with degree bounded by $\Delta$, the authors show that the classical greedy set cover algorithm can be analyzed to give $(\Delta+1) / 2$ approximation. The work [KMM11a] shows that the bounded degree case is Unique Games-hard to approximate within a factor of $\mathcal{O}\left(\Delta / \log ^{2} \Delta\right)$. In a recent work [BK19], the authors exhibit how to convert this inapproximability factor of $\mathcal{O}\left(\Delta / \log ^{2} \Delta\right)$ under UG-hardness to NP-hardness.

The work [KLP21, Kha21] studies the maximum independent set problem in $r$-uniform
hypergraphs in [FK01] model. They consider a different relaxation of recover in the [FK01] model where they output a list of independent sets, one out of which is exactly the planted independent set w.h.p. They give recovery algorithms for $k=\Omega\left(n^{(r-1) /(r-0.5)} / p^{3 /(2 r-1)}\right)$. We note that our regimes of $k, n, p$ in ?? is wider, however our notion of relaxation for recovery is different from theirs.

## Lasserre/SOS Relaxation:

Theorem 4.1 generalizes to hypergraphs the analogous results for graphs by [MMT20]. Our proofs of these theorems are based on rounding "crude-SDP" in [MMT20], augmented with "Lasserre/SoS like" hierarchy of constraints. Crude SDP is an idea developed by Kolla, Makarychev, and Makarychev, where the relaxation is written so that the vectors corresponding to the planted solution are clustered together. Crude-SDP has been used in the works [KMM11b, MMV12, MMT20]. The Lasserre/SoS hierarchy has been used in designing approximation algorithms for various problems as discussed in Chapter 2. The first step is to extend the crude-SDP in [MMT20] to $r$-uniform hypergraphs and we present our extension in SDP 4.1.

## SDP 4.1

$$
\max \sum_{\left\{i_{1}, i_{2}, \ldots, i_{r}\right\} \in\binom{V}{r}}\left\|x_{i_{1}, i_{2}, \ldots, i_{r}}\right\|^{2}
$$

subject to

$$
\begin{array}{lr}
\left\|x_{i}\right\|^{2}=1 & \forall i \in V \\
\left\|x_{e}\right\|^{2}=0 & \forall e \in E \\
\left\langle x_{I}, x_{J}\right\rangle=\left\|x_{I \cup J}\right\|^{2} & \forall I, J(\neq \emptyset) \subseteq V, \text { s.t }|I \cup J| \leq r+1 \\
\left\langle x_{u}, x_{I}\right\rangle \geq\left\langle x_{u}, x_{J}\right\rangle & \forall u \in V, \forall I \subseteq J \subseteq V,|J| \leq r+1 \\
1-\| x_{u, v_{1}, \ldots, v_{r} \|^{2} \leq \sum_{i \in[r]}\left(1-\left\|x_{u, v_{i}}\right\|^{2}\right)} & \forall\left\{u, v_{1}, \ldots, v_{r}\right\} \in\binom{V}{r+1} . \tag{4.5}
\end{array}
$$

We let the optimal solution of the above SDP be denoted by $\left\{x_{I}^{*}\right\}_{I \subset V, 1 \leq|I| \leq r+1}$. In [MMT20] they study a crude-SDP with the constraint $\left\langle x_{i}, x_{j}\right\rangle=0, \forall\{i, j\} \in E$. Their crude SDP tries to cluster the vertices together, while the constraint $\left\langle x_{i}, x_{j}\right\rangle=0,\{i, j\} \in E$ tries to ensure that no edges are contained in a cluster. Constraint 4.2 is a natural extension of this to hypergraphs. We add vectors for all subsets of vertices of size at most $r+1$, and add consistency constraints 4.3 among them, as in the Lasserre/SoS hierarchy. However, we note that SDP 4.1 is different from a Lasserre/SoS relaxation since there is no natural interpretation of solution to this crude-SDP
as a low-degree pseudo-distribution over independent sets in the hypergraph. However, we add the constraints in equation 4.3,4.4 and 4.5 since our intended feasible solution $x^{\prime}$ constructed as,

$$
x_{i_{1}, i_{2}, \ldots, i_{l}}^{\prime}= \begin{cases}\hat{e} & \text { if }\left\{i_{1}, i_{2}, \ldots, i_{l}\right\} \in\binom{S}{l}  \tag{4.6}\\ x_{i_{1}, i_{2}, \ldots, i_{l}}^{*} & \text { if }\left\{i_{1}, i_{2}, \ldots, i_{l}\right\} \in\binom{V \backslash S}{l} \quad \forall l \in[r+1] \\ 0 & \text { otherwise }\end{cases}
$$

where $\hat{e}$ denote a unit vector orthogonal to $x_{I}^{*}, \forall I \subseteq V \backslash S,|I| \leq r$ and $x^{*}$ is the optimal solution to the SDP. satisfies these constraints. The constraints in eq. (4.4) and eq. (4.5) are inspired from the locally consistent probability distributions viewpoint of a $r$-level Lasserre/SoS hierarchy [Rot13]. A $t$-level vector in a Lasserre/SoS hierarchy can be interpreted as the probability of the joint event corresponding to indices of the vector. Constraint 4.4 corresponds to the fact that the probability of a sub event can only be larger than the probability of an event and constraint 4.5 corresponds to a union bound on the complement of the joint event (represented by $x_{u, v_{1}, \ldots, v_{r}}$ ) given by sum of the complement of pairwise joint events $1-x_{u, v_{i}} \forall i \in[r]$.

### 4.1 SDP Bounding

Our analysis uses the SDP bounding idea where we prove a lower bound on the contribution of the SDP mass in the optimal solution from the $r$-level vectors of $S$, i.e. $\left\{x_{I}^{*}\right\}_{I \subset S,|I|=r}$. We use the following,

Lemma 4.1 [KLP21, Kha21]

$$
\sum_{\left\{i_{1} i_{2} \ldots i_{r}\right\} \in\binom{S}{r}}\left\|x_{i_{1}, i_{2}, \ldots, i_{r}}^{*}\right\|^{2}+\sum_{\left\{i_{1}, i_{2}, \ldots, i_{r}\right\} \in \partial(S)}\left\|x_{i_{1}, i_{2}, \ldots, i_{r}}^{*}\right\|^{2} \geq\binom{ k}{r}
$$

where the lower bound comes from the constructed solution in eq. (4.6). The key thing here is that the crude-SDP has allowed us to remove the contribution from $V \backslash S$ which corresponds to the part of graph that was fully controlled by adversary as defined in Definition 4.1. Similar to [MMT20], this just follows by comparing the constructed solution to the optimal solution and using the fact that the optimal will always have a larger objective value. We refer to the full version of the paper [KLP21] for the proof. However, some new ideas are required to bound the second term in hypergraphs.

As discussed, upper bounding the contribution from $S \times(V \backslash S)$, will give us a lower bound on the contribution from $S$. In [MMT20], $S \times(V \backslash S)$ is a random bipartite graph; they use Grothendieck's inequality and concentration bounds to upper bound the contribution from this
part. In our setting, $S \times(V \backslash S)$ is a random hypergraph, and [MMT20]'s techniques do not seem to be directly applicable here. The main idea is to construct a random bipartite graph $G^{\prime}=\left(U_{1}, U_{2}, E^{\prime}\right)$ based on this random bipartite hypergraph as follows. One side of the graph consists of vertices corresponding to subsets of $S$ of cardinality at most $r-1$, and the other side consists of vertices corresponding to subsets of $V \backslash S$ of cardinality at most $r-1$. We add an edge between two vertices if the union of the sets corresponding to them forms a hyperedge in our hypergraph. By this construction, $\sum_{\{a, b\} \in E^{\prime}}\left\langle x_{a}, x_{b}\right\rangle$ is equal to the SDP mass from $S \times(V \backslash S)$ in our hypergraph. Moreover, since $S \times(V \backslash S)$ forms a random bipartite hypergraph, this construction gives us that $G^{\prime}$ is a random bipartite graph. Therefore, this can be used to bound the contribution from $G^{\prime}$ using [MMT20]'s approach (Proposition 4.1).

Proposition 4.1 [KLP21, Kha21] For $k \geq \frac{r 2^{2 r+2} e^{r}}{3 p}$,

$$
\sum_{\left\{i_{1}, i_{2}, \ldots, i_{r}\right\} \in \partial(S)}\left\|x_{i_{1}, i_{2}, \ldots, i_{r}}^{*}\right\|^{2} \leq\left(\frac{2^{3 r-2} e^{3 r / 2-2}}{\sqrt{3} r^{r-5 / 2}}\right)\left(\sqrt{\frac{k}{p}}\right) n^{r-1} .
$$

with high probability (over the randomness of the input).

We refer to the full version of the paper [KLP21] for a proof of this. Using lemma 4.1 we get that,

Corollary 4.1 [KLP21, Kha21] For $k \geq \frac{r 2^{2 r+2} e^{r}}{3 p}$,

$$
\sum_{\left\{i_{1}, i_{2}, \ldots, i_{r}\right\} \in\binom{S}{r}}\left\|x_{i_{1}, i_{2}, \ldots, i_{r}}^{*}\right\|^{2} \geq\binom{ k}{r}-\left(\frac{2^{3 r-2} e^{3 r / 2-2}}{\sqrt{3} r^{r-5 / 2}}\right)\left(\sqrt{\frac{k}{p}}\right) n^{r-1}
$$

with high probability (over the randomness of the input).

### 4.2 Algorithm for computing a large independent set

In this section, we will prove Theorem 4.1 which is a generalization of Theorem 1.1 of [MMT20] to $r$-uniform hypergraphs (Lemma 4.2, Lemma 4.3 and proof of Theorem 4.1). We will crucially use the lower bound on the SDP mass from the vectors in S, i.e., Corollary 4.1. As a first step towards this, in Lemma 4.2, we show that there exists a vertex $u \in S$ for which the 1 level vectors $x_{v}^{*}$ (corresponding to vertices in $S$ ) in the optimal solution have a large projection on $x_{u}^{*}$.

Fact 4.1 (Bounds on Binomial Coefficient, Appendix C - [CLRS09]) For $1 \leq k \leq n$,

$$
\left(\frac{n}{k}\right)^{k} \leq\binom{ n}{k} \leq\left(\frac{e n}{k}\right)^{k}
$$

Lemma 4.2 For $k \geq \frac{r 2^{2 r+2} e^{r}}{3 p}$, there exists a vertex $u \in S$ such that, with high probability (over the randomness of the input).

$$
\mathbb{E}_{v \in S \backslash\{u\}}\left\langle x_{u}^{*}, x_{v}^{*}\right\rangle \geq \mathbb{E}_{\left\{i_{1}, i_{2}, \ldots, i_{r-1}\right\} \sim\binom{S \backslash\{u\}}{r-1}}\left\langle x_{u}^{*}, x_{i_{1}, i_{2}, \ldots, i_{r-1}}^{*}\right\rangle \geq 1-\frac{f(r) n^{r-1}}{k^{r-0.5} \sqrt{p}}
$$

Proof: From Corollary 4.1 we have that for $k \geq \frac{r 2^{2 r+3} e^{r}}{3 p}$,

$$
\sum_{\left\{i_{1}, i_{2}, \ldots, i_{r}\right\} \in\binom{S}{r}}\left\|x_{i_{1}, i_{2}, \ldots, i_{r}}^{*}\right\|^{2} \geq\binom{ k}{r}-\frac{f(r) n^{r-1} \sqrt{k}}{r^{r} \sqrt{p}}
$$

From the SDP constraint 4.3, we split the above sum as follows,

$$
\begin{equation*}
\sum_{u \in S,\left\{i_{1}, i_{2}, \ldots, i_{r-1}\right\} \in\binom{S \backslash\{u\}}{r-1}}\left\langle x_{u}^{*}, x_{i_{1}, i_{2}, \ldots, i_{r-1}}^{*}\right\rangle \geq r\left(\binom{k}{r}-\frac{f(r) n^{r-1} \sqrt{k}}{r^{r} \sqrt{p}}\right) . \tag{4.7}
\end{equation*}
$$

Therefore there exists a vertex $u \in S$ such that,

$$
\sum_{\left\{i_{1}, i_{2}, \ldots, i_{r-1}\right\} \in\binom{S \backslash\{u\}}{r-1}}\left\langle x_{u}^{*}, x_{i_{1}, i_{2}, \ldots, i_{r-1}}^{*}\right\rangle \geq \frac{r}{k}\left(\binom{k}{r}-\frac{f(r) n^{r-1} \sqrt{k}}{r^{r} \sqrt{p}}\right) .
$$

Since number of terms in expression in the above sum is $\binom{k-1}{r-1}$. We rewrite the above expression as an expectation over the uniform distribution on such tuples as,

$$
\begin{aligned}
\mathbb{E}_{\left\{i_{1}, i_{2}, \ldots, i_{r-1}\right\} \sim\binom{S \backslash\{u\}}{r-1}}\left\langle x_{u}^{*}, x_{i_{1}, i_{2}, \ldots, i_{r-1}}^{*}\right\rangle & \geq \frac{r}{k\binom{k-1}{r-1}}\left(\binom{k}{r}-\frac{f(r) n^{r-1} \sqrt{k}}{r^{r} \sqrt{p}}\right)=1-\frac{r f(r) n^{r-1} \sqrt{k}}{k\binom{k-1}{r-1} r^{r} \sqrt{p}} \\
& \geq 1-\frac{r f(r) n^{r-1} \sqrt{k}}{k\left(\frac{k-1}{r-1}\right)^{r-1} r^{r} \sqrt{p}} \geq 1-\frac{r f(r) n^{r-1} \sqrt{k}}{k\left(\frac{k}{r}\right)^{r-1} r^{r} \sqrt{p}} \\
& =1-\frac{f(r) n^{r-1}}{k^{r-0.5} \sqrt{p}} .
\end{aligned}
$$

where we used Fact 4.1 and the fact that, $(k-1) /(r-1) \geq k / r \Longleftrightarrow k \geq r$.
Using our SDP constraint 4.4 we can rewrite the summation in eq. (4.7) as,

$$
\begin{align*}
\sum_{u \in S,\left\{i_{1}, i_{2}, \ldots, i_{r-1}\right\} \in\binom{S \backslash\{u\}}{r-1}}\left\langle x_{u}^{*}, x_{i_{1}, i_{2}, \ldots, i_{r-1}}^{*}\right\rangle & \leq \frac{1}{(r-1)} \sum_{u \in S,\left\{i_{1}, i_{2}, \ldots, i_{r-1}\right\} \in\binom{S \backslash\{u\}}{r-1}} \sum_{l=1}^{r-1}\left\langle x_{u}^{*}, x_{i_{l}}^{*}\right\rangle \\
& =\frac{\binom{k-2}{r-2}}{(r-1)} \sum_{u \in S, v \in S \backslash\{u\}}\left\langle x_{u}^{*}, x_{v}^{*}\right\rangle \tag{4.8}
\end{align*}
$$

where the equality above can be argued by fixing a vertex $u \in S, v \in S \backslash\{u\}$ and observing that there are $\binom{k-2}{r-2}$ terms in the double summation containing such $(u, v)$. We divide the eq. (4.8) by $k\binom{k-1}{r-1}$ (the number of terms in the summation on the left side) to rewrite the inequality in form of expectation as,

$$
\begin{aligned}
\mathbb{E}_{\left\{i_{1}, i_{2}, \ldots, i_{r-1}\right\} \sim\binom{S \backslash\{u\}}{r-1}}\left\langle x_{u}^{*}, x_{i_{1}, i_{2}, \ldots, i_{r-1}}^{*}\right\rangle & \leq \frac{\binom{k-2}{r-2}}{(r-1) k\binom{k-1}{r-1}} \sum_{u \in S, v \in S \backslash\{u\}}\left\langle x_{u}^{*}, x_{v}^{*}\right\rangle \\
& =\frac{1}{k(k-1)} \sum_{u \in S, v \in S \backslash\{u\}}\left\langle x_{u}^{*}, x_{v}^{*}\right\rangle=\mathbb{E}_{v \in S \backslash\{u\}}\left\langle x_{u}^{*}, x_{v}^{*}\right\rangle
\end{aligned}
$$

where we have used the fact that $\binom{k-1}{r-1}=\frac{k-1}{r-1}\binom{k-2}{r-2}$. It then follows that there exists a vertex $u \in S$ such that

$$
\mathbb{E}_{v \in S \backslash\{u\}}\left\langle x_{u}^{*}, x_{v}^{*}\right\rangle \geq 1-\frac{f(r) n^{r-1}}{\sqrt{p} k^{r-0.5}}
$$

Lemma 4.2 shows that a large fraction of the 1-level vectors in $S$ have a large projection on $x_{u}^{*}$. We start with the following definition (similar to [KLP21, Kha21]),

Definition 4.3 We denote the set of all l-tuples containing vertices from a set $T \subseteq V$ (where $l \leq|T|$ ) whose corresponding vectors have a projection at least $\mathcal{R}$ with the vector $x_{u}^{*}$ by

$$
\mathcal{B}_{u}(l, \mathcal{R}, T) \stackrel{\text { def }}{=}\left\{\left\{v_{1}, v_{2}, \ldots, v_{l}\right\}:\left\{v_{1}, v_{2}, \ldots, v_{l}\right\} \in\binom{T}{l} \text { and }\left\langle x_{u}^{*}, x_{v_{1}, v_{2}, \ldots, v_{l}}^{*}\right\rangle \geq \mathcal{R}\right\}
$$

Note that the value of $l$ of interest will be 1 in Theorem 4.1.

Lemma 4.3 For $k \geq \frac{r 2^{2 r+2} e^{r}}{3 p}$, there exists a vertex $u \in S$ such that

$$
\left|\mathcal{B}_{u}\left(1,1-\frac{1}{2 r}, S\right)\right| \geq(k-1)\left(1-\frac{2 r f(r) n^{r-1}}{\sqrt{p} k^{r-0.5}}\right)
$$

with high probability (over the randomness of the input).
Proof: We note that $1-\left\langle x_{u}^{*}, x_{v}^{*}\right\rangle \geq 0$ and for $\mathcal{R} \in(0,1)$ and for $k \geq \frac{r 2^{2 r+3} e^{r}}{3 p}$, by applying Markov's inequality on $\left(1-\left\langle x_{u}^{*}, x_{v}^{*}\right\rangle\right)$, where $u$ is the vertex guaranteed in Lemma 4.2 and $v \in V \backslash S$ we have that,

$$
\begin{equation*}
\mathbb{P}_{v \in S \backslash\{u\}}\left[1-\left\langle x_{u}^{*}, x_{v}^{*}\right\rangle>1-\mathcal{R}\right]<\frac{\frac{f(r) n^{r-1}}{\sqrt{p} k^{r-0.5}}}{1-\mathcal{R}} \tag{usingLemma4.2}
\end{equation*}
$$

We can rewrite the above expression as the fraction of vertices which satisfy $\left(\left\langle x_{u}^{*}, x_{v}^{*}\right\rangle<\mathcal{R}\right)$, since the underlying distribution is the uniform distribution over all such $v$ and by setting $\mathcal{R}=1-1 / 2 r$,

$$
\begin{gathered}
\left|v \in S \backslash\{u\}:\left\langle x_{u}^{*}, x_{v}^{*}\right\rangle<1-\frac{1}{2 r}\right|<(k-1)\left(\frac{2 r f(r) n^{r-1}}{\sqrt{p} k^{r-0.5}}\right) . \\
\therefore\left|\mathcal{B}_{u}\left(1,1-\frac{1}{2 r}, S\right)\right|=\left|v \in S \backslash\{u\}:\left\langle x_{u}^{*}, x_{v}^{*}\right\rangle \geq 1-\frac{1}{2 r}\right| \geq(k-1)\left(1-\frac{2 r f(r) n^{r-1}}{\sqrt{p} k^{r-0.5}}\right) .
\end{gathered}
$$

In [MMT20] they use the SDP constraint $\left\langle x_{u}, x_{v}\right\rangle=0, \forall\{u, v\} \in E$ to show that the set of vectors which have a large projection on $x_{u}^{*}$ is an independent set. Therefore they directly analyze the bound on the size of the set to obtain an independent set, in a range of $p$ such that it covers at least $(1-\varepsilon)$ fraction of vertices in $S$. However, in our setting, we are unable to guarantee directly that this set of vectors is an independent set. We crucially use the Lasserre/SoS like SDP constraints 4.3 and 4.5 and an appropriately large value of $\mathcal{R}$ $\left(\mathcal{R} \geq 1-\frac{1}{2 r}\right)$ to show that the set guaranteed in Lemma 4.3 is an independent set.

Lemma 4.4 For $k \geq \frac{r 2^{2 r+2} e^{r}}{3 p}$, there exists a vertex $u \in S$ such that $\mathcal{B}_{u}\left(1,1-\frac{1}{2 r}, V\right)$ is an independent set with high probability (over the randomness of the input).

Proof: We consider the SDP constraint 4.5 and apply it to our optimal solution $x^{*}$. By using consistency constraints $\left(\left\langle x_{I}, x_{J}\right\rangle=\left\langle x_{I^{\prime}} \cdot x_{J^{\prime}}\right\rangle, \forall I \cup J=I^{\prime} \cup J^{\prime}\right)$ (eq. (4.3)) we can rewrite
the constraint in Equation (4.5) as,

$$
\begin{equation*}
1-\left\|x_{u, i_{1}, \ldots, i_{r}}^{*}\right\|^{2} \leq \sum_{l \in[r]}\left(1-\left\langle x_{u}^{*}, x_{i_{l}}^{*}\right\rangle\right) \tag{4.9}
\end{equation*}
$$

For $k \geq \frac{r 2^{2 r+3} e^{r}}{3 p}$, if we pick any set of $r$ vertices $\left\{i_{1}, \ldots, i_{r}\right\} \in\binom{V}{r}$ in $\mathcal{B}_{u}\left(1,1-\frac{1}{2 r}, V\right)$ (where $u$ is the vertex guaranteed in Lemma 4.3) we know that $\left\langle x_{u}^{*}, x_{i_{l}}^{*}\right\rangle \geq 1-\frac{1}{2 r}, \forall l \in[r]$. By using eq. (4.9) we have that,

$$
\begin{equation*}
\left\|x_{u, i_{1}, \ldots, i_{r}}^{*}\right\|^{2} \geq 1-\sum_{l \in[r]}\left(1-\left\langle x_{u}^{*}, x_{i_{l}}^{*}\right\rangle\right) \geq 1-\sum_{l \in[r]} \frac{1}{2 r} \geq \frac{1}{2}>0 . \tag{4.10}
\end{equation*}
$$

Now we examine the term $\left\|x_{i_{1}, i_{2}, \ldots, i_{r}}^{*}\right\|^{2}$ for these $\left\{i_{!}, \ldots, i_{r}\right\}$ and we have that,

$$
\left\|x_{i_{1}, i_{2}, \ldots, i_{r}}^{*}\right\|^{2}=\left\langle x_{i_{1}}^{*}, x_{i_{2} \ldots, i_{r}}^{*}\right\rangle \geq\left\langle x_{i_{1}}^{*}, x_{u, i_{2} \ldots, i_{r}}^{*}\right\rangle=\left\|x_{u, i_{1}, \ldots, i_{r}}^{*}\right\|^{2}>0
$$

where the equality holds by consistency constraints, the first inequality above holds by constraint 4.4 and the last inequality holds by eq. (4.10). Hence for any $r$-tuple $\left\{i_{1}, i_{2}, \ldots, i_{r}\right\} \subseteq$ $\mathcal{B}_{u}\left(1,1-\frac{1}{2 r}, V\right)$, we have $\left\|x_{i_{1}, i_{2}, \ldots, i_{r}}^{*}\right\|^{2}>0$. Therefore by SDP constraint 4.2, it cannot form a hyperedge. Hence, the set of vertices in $\mathcal{B}_{u}\left(1,1-\frac{1}{2 r}, V\right)$ is an independent set.

We introduce a definition from [KLP21, Kha21],
Definition 4.4 Let $\mathcal{S}_{u}$ denote the set of vertices formed by the union of all vertices by reading off the indices from the tuples of the set, $\mathcal{B}_{u}(l, r, V)$.

Now, we have all the ingredients to prove our main result. We present the complete algorithm below (similar to [KLP21, Kha21]) and the proof of Theorem 4.1.

```
Algorithm 3:
    Require: \(H=(V, E), l \in[r]\), and \(\mathcal{R} \in(0,1)\).
    Ensure: A list of independent sets in \(H\).
        1: Solve SDP 4.1.
        2: for all \(u \in V\) do
        Initialize \(\mathcal{S}_{u}\) denote the union of set of vertices from the tuples in \(\mathcal{B}_{u}(l, \mathcal{R}, V)\).
        \(\mathcal{S}_{u}^{\prime}=\{u\} \cup \mathcal{S}_{u}\). If \(\mathcal{S}_{u}^{\prime}\) is not an independent set,
        Set \(\mathcal{S}_{u}^{\prime}=\emptyset\) and skip this iteration.
        for all \(v \in V \backslash \mathcal{S}_{u}\) do
            Add vertex \(v\) to \(\mathcal{S}_{u}^{\prime}\) if \(\mathcal{S}_{u}^{\prime} \cup\{v\}\) is an independent set.
        end for
    end for
    9: Return \(\left\{\mathcal{S}_{u}^{\prime}\right\}_{u \in V}\).
```

We set our parameters ( $n, p, k, \varepsilon$ ) appropriately and show that the number of vertices in $\mathcal{B}_{u}$ along with the vertex $u$ (denoted by $\mathcal{S}_{u}^{\prime}$ ) cover $1-\varepsilon$ fraction of vertices in $S$.
Proof: [Proof of Theorem 4.1] We run the Algorithm 3 with the inputs, $H, l=1$ and $\mathcal{R}=1-\frac{1}{2 r}$ to get $\left\{\mathcal{S}_{u}^{\prime}\right\}_{u \in V}$. In Lemma 4.3 we show that

$$
\left|\mathcal{B}_{u}\left(1,1-\frac{1}{2 r}, S\right)\right| \geq(k-1)\left(1-\frac{2 r f(r) n^{r-1}}{\sqrt{p} k^{r-0.5}}\right) .
$$

For a suitable choice of parameters we wish to have,

$$
\begin{equation*}
\left|\mathcal{B}_{u}\left(1,1-\frac{1}{2 r}, S\right)\right| \geq(k-1)(1-\varepsilon) . \tag{4.11}
\end{equation*}
$$

We can then include in the vertex $u$ to our independent set and we get

$$
\begin{aligned}
\left|\mathcal{S}_{u}^{\prime}\right| & \geq\left|\mathcal{S}_{u}\right|+1=\left|\mathcal{B}_{u}\left(1,1-\frac{1}{2 r}, V\right)\right|+1 \geq\left|\mathcal{B}_{u}\left(1,1-\frac{1}{2 r}, S\right)\right|+1 \\
& \geq(k-1)(1-\varepsilon)+1 \geq k(1-\varepsilon) .
\end{aligned}
$$

We note that by setting $k \geq \frac{(2 r f(r))^{1 /(r-0.5)} n^{(r-1) /(r-0.5)}}{\varepsilon^{1 /(r-0.5)} p^{1 /(2 r-1)}}$, equation 4.11 is satisfied and hence we can recover an independent set of size $(1-\varepsilon) k$ for all $\varepsilon \in(0,1)$.

Acknowledgments: The work in this chapter is based on joint work with Yash Khanna and Anand Louis [KLP21]. Theorem 1.2 of [KLP21] appears in [Kha21] and Theorem 1.3 of this
work is presented here (Theorem 4.1).

## Chapter 5

## Largest Induced Planar Subgraph

In this chapter, we study the problem of finding the largest induced planar subgraph of a given graph $G=(V, E)$. The model is constructed as per the planted solution model (Definition 1.1).

Problem 5.1 Given a graph $G=(V, E)$, the largest induced planar subgraph problem asks us to find a maximal set $S \subseteq V$ such that the subgraph induced on $S$ is planar.

## Related Works

The worst-case analysis gives us that the largest induced planar subgraph problem is NP-hard owing to the hereditary structure of planar graphs (follows from [Yan78]). The work by [LY93] shows that there exists an $\varepsilon>0$ such that this problem cannot be approximated with ratio $n^{\varepsilon}$ in polynomial time unless $\mathrm{P}=\mathrm{NP}$. The work [Hal00] gives $\mathcal{O}\left(n^{-1}(\log n / \log \log n)^{2}\right)$ approximation algorithm for the problem.

The work [HL98a] studies the problem for graphs with degree bounded by $d$ and gives a linear time algorithm with approximation ratio $1 /\lceil(d+1) / 3\rceil$. This was improved ${ }^{1}$ in the work [EF02] which gives a $3 /(d+1)$ approximation algorithm that runs in time $\mathcal{O}(m n)$.

The problem is equivalent to the nonplanar vertex deletion problem where the task is to remove minimum number of vertices whose removal leaves a planar graph. The work [FdFG+06] shows that the problem is NP-hard even when restricted to cubic graphs. They also show that there exists no constant factor approximation algorithm unless $\mathrm{P}=\mathrm{NP}$. The work [RS95] gives a fixed parameter tractable algorithm with running time $\mathcal{O}\left(f(k) n^{3}\right)$ where the parameter $k$ is the number of vertices required to be deleted. The work [KS17a] gives a $\mathcal{O}\left(\log ^{32} n\right)$ approximation algorithm with running time $n^{\mathcal{O}(\log n /(\log \log n))}$ and an order $\mathcal{O}\left(n^{\varepsilon}\right)$-approximation algorithm running in time $n^{\mathcal{O}(1 / \varepsilon)}$ for any constant $\varepsilon>0$.

[^20]A related problem is the nonplanar edge deletion which is equivalent to finding maximum planar subgraph. This problem was also shown to be NP-hard in the work [LG79] but the work [CFFK98] shows that it admits a $4 / 9$ approximation algorithm.

## Our Results

In this chapter we study Problem 5.1 in the planted solution model (Definition 1.1). We now present our main result in this model.

Theorem 5.1 For $k \geq \frac{224 \sqrt{n}}{p^{2}}$ where $p=\Omega\left(\frac{\log k}{k}\right)$, there exists a deterministic algorithm which given an instance generated as per Definition 1.1, returns a list of sets (of size $\mathcal{O}\left(n^{\mathcal{O}(1 / p)}\right)$ ) such that atleast one set in the list is the planted set $S$ with high probability (over the randomness of the input) in time $\mathcal{O}\left(n^{\mathcal{O}(1 / p)}\right)$

## Proof Overview

We let $A$ denote the adjacency matrix of the graph constructed for this problem as per the planted solution model. We let $B=\bar{A}$ denote the adjacency matrix of the complement graph so that $A+B=J-I$. We consider an equivalent way of generating the graph corresponding to matrix $B$ (equivalent to the planted solution model) by the following series of steps,

1. Start with a random graph $\mathcal{G}_{n, 1-p}$ and let the matrix corresponding to the graph so far be denoted by $B_{R}$.
2. Add edges in the planted region $S \times S$ such that we obtain a complete graph on $S$. The distribution of the graph corresponding to edges added in this step is $\mathcal{G}_{k, p}$ and we denote the matrix corresponding to this graph as $B_{C}$.
3. Remove the edges corresponding to the edges in the planar graph $A_{S \times S}$. These are at most $3 k-6$ edges, and we denote the associated matrix by $B_{W}$.

Hence, we can express the resulting matrix for the complement graph as

$$
\begin{equation*}
B=B_{R}+B_{C}+B_{W} \tag{5.1}
\end{equation*}
$$

The $B_{W}$ term is the only term that is different from the matrix corresponding to the planted clique problem, and in Lemma 5.1 we show that $\left\|B_{W}\right\|=\mathcal{O}(\sqrt{k})$. In the rest of Section 5.1, we reproduce the calculations for the planted clique problem as in the work [AKS98, Tre17], and recover $(1-\delta)$ fraction of vertices (we denote these set of vertices as $T$ ) of the planted set $S$
for given $\delta>0$. In Section 5.2 we do a post-processing step, by computing the degree of rest of the vertices to the set $T$. Using this information, we recover all the low degree vertices (vertices with degree $\leq p k / 8$ ) of $S$. These remaining high vertices are recovered by enumerating over all possible sets of size $\mathcal{O}\left(n^{\mathcal{O}(1 / p)}\right)$.

### 5.1 Partial recovery of planted planar graph

The $B_{W}$ term in eq. (5.1) is the only term that is different from the matrix corresponding to the planted clique problem. In order to use the analysis for the planted clique problem from the works [AKS98, Tre17], we start by bounding the spectral norm of $B_{W}$ in Lemma 5.1.

Lemma 5.1 $\left\|B_{W}\right\|_{2} \leq \sqrt{6 k}$.
Proof: Since the planted graph is planar, we know that it cannot have more than $3 k-6$ edges. We then have that,

$$
\left\|A_{S \times S}\right\|_{2} \leq\left\|A_{S \times S}\right\|_{F} \leq \sqrt{6 k-12} \leq \sqrt{6 k} .
$$

Now we are done simply by noting the way we have defined $B_{W}$, i.e., $B_{W}=A_{S \times S}$.

Lemma 5.2 For an instance of planted planar graph given by Definition 1.1 and a parameter $\delta>0$ in regimes where $k \geq(28 \sqrt{n}) / p \delta$, there exists a deterministic algorithm which can recover at least $(1-\delta)$ fraction of the planted vertices in $S$.

Proof: We start by considering the matrix $B-(1-p) J$ and using Fact 2.1, we note that,

$$
\|B-(1-p) J\|_{2} \geq \frac{\mathbb{1}_{S}^{T} B \mathbb{1}_{S}}{\mathbb{1}_{S}^{T} \mathbb{1}_{S}}-(1-p) \frac{\mathbb{1}_{S}^{T} J \mathbb{1}_{S}}{\mathbb{1}_{S}^{T} \mathbb{1}_{S}} \geq \frac{k^{2}-k-2(3 k-6)-(1-p) k^{2}}{k} \geq p k-7 .
$$

Using Claim 2.1 we have that almost surely,

$$
\left\|B_{R}-(1-p) J\right\| \leq 2 \sqrt{n} \quad \text { and } \quad\left\|B_{C}-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}\right\| \leq 2 \sqrt{k}
$$

Using Lemma 5.1 we have that,

$$
\left\|B_{W}\right\| \leq \sqrt{6 k} \leq 3 \sqrt{k}
$$

Now let $\mathbf{x}$ be the eigenvector corresponding to largest eigenvalue of $B-(1-p) J$ and putting
everything together and setting $\|\mathbf{x}\|=1$ we obtain that,

$$
\mathbf{x}^{T}(B-(1-p) J) \mathbf{x}=\mathbf{x}^{T}\left(B_{R}-(1-p) J+B_{C}-p \mathbb{1}_{S} \mathbb{1}_{S}^{T}+p \mathbb{1}_{S} \mathbb{1}_{S}^{T}+B_{W}\right) \mathbf{x}
$$

Therefore we have that,

$$
p \mathbf{x}^{T}\left(\mathbb{1}_{S} \mathbb{1}_{S}^{T}\right) \mathbf{x} \geq p k-7-2 \sqrt{n}-5 \sqrt{k} \geq p k\left(1-\frac{\delta}{2}\right)
$$

where the last inequality follows form our choice of $k$. Now taking square root on both sides we obtain that,

$$
\begin{equation*}
\left\langle\mathbf{x}, \mathbb{1}_{S}\right\rangle \geq \sqrt{k} \sqrt{1-\frac{\delta}{2}} \geq \sqrt{k}\left(1-\frac{\delta}{4}\right) \text { and hence }\left\|\sqrt{k} \mathbf{x}-\mathbb{1}_{S}\right\|^{2} \leq 2 k-2 \sqrt{k}\left\langle\mathbf{x}, \mathbb{1}_{S}\right\rangle \leq \frac{\delta k}{2} \tag{5.2}
\end{equation*}
$$

Let $T$ be a set of $k$ vertices formed by taking the absolute value of entries in the eigenvector $\mathbf{x}$ and picking top $k$ entries. We let $t$ be the smallest entry in the set $T$ and $B \stackrel{\text { def }}{=} S \backslash T$. Scaling $\mathbf{x}$ by $\sqrt{k}$ to compare with $\mathbb{1}_{S}$, and using $\left|x_{i}\right| \geq t / \sqrt{k}, \forall i \in T$ we have that,

$$
\begin{align*}
\left\|\sqrt{k} \mathbf{x}-\mathbb{1}_{S}\right\|^{2} & =\sum_{i \in S}\left(\sqrt{k} x_{i}-1\right)^{2}+\sum_{i \notin S} k x_{i}^{2} \geq \sum_{i \in S \backslash T}\left(\sqrt{k} x_{i}-1\right)^{2}+\sum_{i \in T \backslash S} k x_{i}^{2} \\
& \geq|B|(1-t)^{2}+|B| t^{2} \geq \frac{|B|}{2} \quad\left(\text { Using } \min \left\{(1-t)^{2},(1+t)^{2}\right\}=(1-t)^{2}\right) . \tag{5.3}
\end{align*}
$$

where the last inequality follows from optimizing $f(t)=(1-t)^{2}+t^{2}$ and noting that minimum occurs for $t=1 / 2$. Therefore, using eq. (5.2) and eq. (5.3) we have that $|B| \leq \delta k$ and we recover $(1-\delta)$ fraction of vertices in planted set $S$.

### 5.2 Full recovery of planted planar graph

Let the set $\mathcal{S} \subseteq S$ be the set of vertices in $S$ which have low degree (degree $\leq p k / 8$ ). As a first step towards full recovery, we aim to recover this set $\mathcal{S}$. We will identify the vertices in set $\mathcal{S}$ by their degree to the set $T$.

Since the number of edges in $S$ is $3 k-6$, the average degree of vertices in $S$ is $\leq 6$. Expressing the average as an expectation over uniform distribution over vertices in $S$ and using Markov's
inequality we have that,

$$
\mathbb{P}\left[\operatorname{deg}(v, S) \geq \frac{p k}{8}\right] \leq \frac{48}{p k} \text { and therefore }\left|v: \operatorname{deg}(v, S) \geq \frac{p k}{8}\right| \leq \frac{48}{p}
$$

Therefore $|S \backslash \mathcal{S}| \leq 48 / p$. We recall our aim is to recover the vertices in set $\mathcal{S}$, however, in Lemma 5.3 we recover a set $\mathcal{S}^{\prime}$ which is a superset of $\mathcal{S}$ (may also contain vertices in the set $S \backslash \mathcal{S}$ in addition to the set $\mathcal{S}$ ). We do so by considering the degree of an vertex $v$ to the set $T$ denoted by $\operatorname{deg}(v, T)$. However, $T$ is not a fixed set but a function of the randomness of the input instance. Therefore, computing the degree to set $T$ doesn't seem easy. Hence we compute the degree of an arbitrary vertex to the set $S$ instead.

Lemma 5.3 Given a set $T$ of size $k$ such that $|S \cap T| \geq(1-\delta) k$ for any $\delta>0$, in the regimes of $k \geq \frac{224 \sqrt{n}}{p^{2}}$ and $p=\Omega\left(\frac{\log k}{k}\right)$ Algorithm 4 outputs a list of sets (of size $\mathcal{O}\left(n^{\mathcal{O}(1 / p)}\right)$ ), one out of which is the planted set $S$ with high probability (over the randomness of the input).

Proof: For a vertex $v$ in $V \backslash S$ we have that,

$$
\mathbb{E}[\operatorname{deg}(v, S)]=p k
$$

where the expectation is over the randomness of the input instance. Using Chernoff bounds (Fact 2.3) we have that for a fixed vertex $v \in V \backslash S$,

$$
\mathbb{P}\left[\operatorname{deg}(v, S) \leq \frac{p k}{2}\right] \leq \exp \left(-\frac{p k}{4}\right) .
$$

We do a union bound over all vertices $v \in V \backslash S$ and we get that,

$$
\mathbb{P}\left[\exists v \in V \backslash S: \operatorname{deg}(v, S) \leq \frac{p k}{2}\right] \leq n \exp \left(-\frac{p k}{4}\right)
$$

Therefore with high probability (over the randomness of the input instance) and for $p=$ $\Omega(\log k / k)$, for any vertex $v \in V \backslash S$ we have that $\operatorname{deg}(v, S) \geq p k / 2$.

$$
\operatorname{deg}(v, T) \geq \operatorname{deg}(v, S)-|S \backslash T| \geq \frac{p k}{2}-\delta k
$$

While for a vertex $v \in \mathcal{S}$ we have,

$$
\operatorname{deg}(v, T) \leq \operatorname{deg}(v, S)+|S \backslash T| \leq \frac{p k}{8}+\delta k
$$

Therefore, we can distinguish the set to which a vertex belongs if,

$$
\frac{p k}{8}+\delta k<\frac{p k}{2}-\delta k \text { which holds if } \delta k \leq \frac{p k}{8}
$$

For the remaining $\mathcal{O}(1 / p)$ set of vertices which belong to the set $S \backslash \mathcal{S}^{\prime}$, we simply enumerate over all possible sets of vertices of size $\leq 48 / p$ and add to the set $\mathcal{S}^{\prime}$ if it forms a planar graph. Therefore, we return a list of planar graphs, one out of which is the planted planar graph with high probability (over the randomness of the input). The running time of the algorithm therefore is $\mathcal{O}\left(n^{\mathcal{O}(1 / p)}\right)$.

Proof: [Proof of Theorem 5.1] Given an instance of a planted planar graph as per Definition 1.1, for $k \geq(224 \sqrt{n}) / p^{2}$, using Lemma 5.2 we can recover $(1-\delta) k$ vertices for $\delta \leq p / 8$. Using guarantees of Lemma 5.3 we can then output a list $\mathcal{L}$ of size $\mathcal{O}\left(n^{\mathcal{O}(1 / p)}\right)$ having planar graphs, one out of which is the planted planar graph $S$.

Next, we present our algorithm based on guarantees of Theorem 5.1.

## Algorithm 4: <br> Require: Given $G=(V, E), p, k, n$.

Ensure: A list of planar graphs.
Initialize $\mathcal{L}=\phi$.
Compute the largest eigenvector $\mathbf{x}$ of $B-(1-p) J$.
Let $T$ be the set of vertices corresponding to top $k$ entries in the eigenvector $\mathbf{x}$ when sorted according to their absolute values.
Let $\mathcal{S}^{\prime}$ be the set of vertices which have their degree to $T, \operatorname{deg}(v, T) \leq p k / 4$.
for all $S^{\prime} \subseteq V:\left|S^{\prime}\right| \leq 48 / p$ do if $S^{\prime} \cup \mathcal{S}^{\prime}$ induces a planar subgraph then $\mathcal{L}=\mathcal{L} \cup\left\{S^{\prime} \cup \mathcal{S}^{\prime}\right\}$. end if
end for
Acknowledgments: The work in this chapter is based on joint work with Akash Kumar and Anand Louis.

## Chapter 6

## Conclusion

In this thesis, we study three graph problems, where the task is to find the largest induced subgraph with some structure, namely the Largest induced planar subgraph problem, the Odd Cycle Transversal problem, and the maximum independent set in hypergraph problem. The worst-case instances of these problems are intractable, and hence we study them in various random and semi-random models in Chapter 5, Chapter 3 and Chapter 4 respectively. We conclude with a few open problems.

1. For the largest induced bipartite subgraph problem, we give an algorithm that works for $k=\Omega_{p}(\sqrt{n \log n})$ for a large enough range of $p$ (includes regimes when $\left.p=o(1)\right)$. Achieving exact recovery for $k=\Omega(\sqrt{n})$ in $p=o(1)$ regimes is still an open problem, to the best of our knowledge. We believe our SDP 3.1 is integral even for $k=\Omega_{p}(\sqrt{n})$ and leave the task of proving it as an open problem.
2. The [MMT20] style relaxation of [FK01] model where the algorithm is allowed to output a list of $n$ independent sets, that includes the planted independent set w.h.p is more natural and arguably a weaker relaxation. Whether one can extend $k=\Omega_{p}\left(n^{2 / 3}\right)$ result of [MMT20] in the largest induced bipartite subgraph problem is another interesting question, unanswered to the best of our knowledge.
3. More generally, achieving recovery for $k=o\left(n^{2 / 3}\right)$ in [MMT20] style relaxation of [FK01] model would imply an improvement for the planted clique/independent set problem. Therefore, one could ask the same question for the special case of planted independent set problem i.e. whether the gap between $k=\Omega_{p}\left(n^{2 / 3}\right)$ and $k=\Omega_{p}(\sqrt{n})$ (exact recovery algorithms are known in the weaker sandwich model) can be closed. We refer to Chapter 9 in the book [Rou21] for an elaborate discussion on this.
4. For the problem of Maximum Independent sets in hypergraphs, one could ask whether exact recovery is possible for $k=\Omega_{p}(\sqrt{n})$ in the weaker (in strength compared to [FK01] model) but adversarial sandwich model. The degenerate graph version of the problem has been solved by the work [FK00]. However, to the best of our knowledge, the problem in hypergraphs is still open.
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[^0]:    ${ }^{1}$ treewidth is roughly a notion of how close the graph is to a tree. Trees are graphs with treewidth 1.

[^1]:    ${ }^{2}$ A weaker notion of stability $(\gamma, \delta)$-stable allows the new optimal to be within a factor of $\delta$ from the optimal value of the original instance.
    ${ }^{3}$ Since there is a non-zero probability of "hard" instance being generated by such probabilistic model, the guarantees will always be of this form.

[^2]:    ${ }^{4} \Omega_{p}$ hides poly $(1 / p)$ factors.

[^3]:    ${ }^{5}$ The empty graph is a valid planar graph, a valid bipartite graph as well as a valid independent set

[^4]:    ${ }^{1}$ We will always assume, unless explicitly stated, that the graph is undirected.

[^5]:    ${ }^{2}$ We will use the expression "perturbation matrix" to qualitatively express that a matrix is considered/desired to be small e.g have a small norm

[^6]:    ${ }^{3}$ Since $A_{i j}$ 's were independent in our model.

[^7]:    ${ }^{4}$ The geometric shape of the cone of SDP matrices is known as spectrahedron in optimization literature

[^8]:    ${ }^{5}$ In optimization literature these are called rank constrained SDPs.

[^9]:    ${ }^{1}$ Note that the smaller the value of $\alpha$, the weaker is this assumption.
    ${ }^{2}$ We refer to the proof overview for an explanation of setting this as a benchmark.

[^10]:    ${ }^{3}$ Formally speaking, smallest eigenvalue of the adjacency matrix in item 4.

[^11]:    ${ }^{4}$ additional w.r.t the DkS problem

[^12]:    ${ }^{5}$ We mean adjacency matrix corresponding to the graph.

[^13]:    ${ }^{6}$ The smallest eigenvalue from $A$ can be $-d$ and from the rest of graph $-2 \sqrt{n}$. Now. using Weyl's inequality the only guarantee we have is that the eigenvalue of $A$ is atleast $-d-2 \sqrt{n}$

[^14]:    ${ }^{7}$ The term $L_{\tau}$ was earlier defined only for $\left.A\right|_{S \times S}$ but here we use it for the entire $A$ also with the subscript $\tau$ for $\left.A\right|_{S \times S}$ and $\tau^{\prime}$ for $A$ respectively. Therefore it should be clear from the context which one we are talking about.

[^15]:    ${ }^{8}$ We shift the matrix so that eigenvalues of $A^{\prime}$ are $\geq 0$.

[^16]:    ${ }^{9}$ With slight abuse of notation we will denote these padded vectors of length $n$ also as $\mathbf{v}^{(l)}$.
    ${ }^{10}$ The quadratic form of vector $\mathbf{x}$ with a matrix $Y$ is a number given by $\mathbf{x}^{T} Y \mathbf{x}$
    ${ }^{11} \tilde{\mathcal{O}}($.$) hides logarithmic factors.$

[^17]:    ${ }^{12}$ It is easy to check that for our choice of $\gamma$ and $\tau$ this holds.

[^18]:    ${ }^{13} \mathbb{1}_{S}$ vector has eigenvalue $d$ and hence is not a threshold rank eigenvector.

[^19]:    ${ }^{14} \mathrm{We}$ say that a distribution is $C$-isotropic if the eigenvalues of covariance matrix lie in $[(1 / C), C]$.

[^20]:    ${ }^{1}$ Improvement for the case when $d \bmod 3 \neq 2$.

